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Machine learning applications
• Machine learning (ML) has revolutionized many industries

• Efficient training of neural networks
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Recent progress in quantum computing
• Quantum supremacy experiments

• Noisy Intermediate Scale Quantum (NISQ) era

• Digital & analog quantum computing via cloud services

Martinis et al. `19 
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developed fast, high-fidelity gates that can be executed simultaneously 
across a two-dimensional qubit array. We calibrated and benchmarked 
the processor at both the component and system level using a powerful 
new tool: cross-entropy benchmarking11. Finally, we used component-
level fidelities to accurately predict the performance of the whole sys-
tem, further showing that quantum information behaves as expected 
when scaling to large systems.

A suitable computational task
To demonstrate quantum supremacy, we compare our quantum proces-
sor against state-of-the-art classical computers in the task of sampling 
the output of a pseudo-random quantum circuit11,13,14. Random circuits 
are a suitable choice for benchmarking because they do not possess 
structure and therefore allow for limited guarantees of computational 
hardness10–12. We design the circuits to entangle a set of quantum bits 
(qubits) by repeated application of single-qubit and two-qubit logi-
cal operations. Sampling the quantum circuit’s output produces a set 
of bitstrings, for example {0000101, 1011100, …}. Owing to quantum 
interference, the probability distribution of the bitstrings resembles 
a speckled intensity pattern produced by light interference in laser 
scatter, such that some bitstrings are much more likely to occur than 
others. Classically computing this probability distribution becomes 
exponentially more difficult as the number of qubits (width) and number 
of gate cycles (depth) grow.

We verify that the quantum processor is working properly using a 
method called cross-entropy benchmarking11,12,14, which compares how 
often each bitstring is observed experimentally with its corresponding 
ideal probability computed via simulation on a classical computer. For 
a given circuit, we collect the measured bitstrings {xi} and compute the 
linear cross-entropy benchmarking fidelity11,13,14 (see also Supplementary 
Information), which is the mean of the simulated probabilities of the 
bitstrings we measured:

F P x= 2 " ( )# − 1 (1)n
i iXEB

where n is the number of qubits, P(xi) is the probability of bitstring xi 
computed for the ideal quantum circuit, and the average is over the 
observed bitstrings. Intuitively, FXEB is correlated with how often we 
sample high-probability bitstrings. When there are no errors in the 
quantum circuit, the distribution of probabilities is exponential (see 
Supplementary Information), and sampling from this distribution will 
produce F = 1XEB . On the other hand, sampling from the uniform  
distribution will give "P(xi)#i = 1/2n and produce F = 0XEB . Values of FXEB 
between 0 and 1 correspond to the probability that no error has occurred 
while running the circuit. The probabilities P(xi) must be obtained from 
classically simulating the quantum circuit, and thus computing FXEB is 
intractable in the regime of quantum supremacy. However, with certain 
circuit simplifications, we can obtain quantitative fidelity estimates of 
a fully operating processor running wide and deep quantum circuits.

Our goal is to achieve a high enough FXEB for a circuit with sufficient 
width and depth such that the classical computing cost is prohibitively 
large. This is a difficult task because our logic gates are imperfect and 
the quantum states we intend to create are sensitive to errors. A single 
bit or phase flip over the course of the algorithm will completely shuffle 
the speckle pattern and result in close to zero fidelity11 (see also Sup-
plementary Information). Therefore, in order to claim quantum suprem-
acy we need a quantum processor that executes the program with 
sufficiently low error rates.

Building a high-fidelity processor
We designed a quantum processor named ‘Sycamore’ which consists 
of a two-dimensional array of 54 transmon qubits, where each qubit is 
tunably coupled to four nearest neighbours, in a rectangular lattice. The 

connectivity was chosen to be forward-compatible with error correc-
tion using the surface code26. A key systems engineering advance of this 
device is achieving high-fidelity single- and two-qubit operations, not 
just in isolation but also while performing a realistic computation with 
simultaneous gate operations on many qubits. We discuss the highlights 
below; see also the Supplementary Information.

In a superconducting circuit, conduction electrons condense into a 
macroscopic quantum state, such that currents and voltages behave 
quantum mechanically2,30. Our processor uses transmon qubits6, which 
can be thought of as nonlinear superconducting resonators at 5–7 GHz. 
The qubit is encoded as the two lowest quantum eigenstates of the 
resonant circuit. Each transmon has two controls: a microwave drive 
to excite the qubit, and a magnetic flux control to tune the frequency. 
Each qubit is connected to a linear resonator used to read out the qubit 
state5. As shown in Fig. 1, each qubit is also connected to its neighbouring 
qubits using a new adjustable coupler31,32. Our coupler design allows us 
to quickly tune the qubit–qubit coupling from completely off to 40 MHz. 
One qubit did not function properly, so the device uses 53 qubits and 
86 couplers.

The processor is fabricated using aluminium for metallization and 
Josephson junctions, and indium for bump-bonds between two silicon 
wafers. The chip is wire-bonded to a superconducting circuit board 
and cooled to below 20 mK in a dilution refrigerator to reduce ambient 
thermal energy to well below the qubit energy. The processor is con-
nected through filters and attenuators to room-temperature electronics, 

Qubit Adjustable coupler
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Fig. 1 | The Sycamore processor. a, Layout of processor, showing a rectangular 
array of 54 qubits (grey), each connected to its four nearest neighbours with 
couplers (blue). The inoperable qubit is outlined. b, Photograph of the  
Sycamore chip.
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Quantum supremacy using a programmable 
superconducting processor

Frank Arute1, Kunal Arya1, Ryan Babbush1, Dave Bacon1, Joseph C. Bardin1,2, Rami Barends1, 
Rupak Biswas3, Sergio Boixo1, Fernando G. S. L. Brandao1,4, David A. Buell1, Brian Burkett1,  
Yu Chen1, Zijun Chen1, Ben Chiaro5, Roberto Collins1, William Courtney1, Andrew Dunsworth1, 
Edward Farhi1, Brooks Foxen1,5, Austin Fowler1, Craig Gidney1, Marissa Giustina1, Rob Graff1, 
Keith Guerin1, Steve Habegger1, Matthew P. Harrigan1, Michael J. Hartmann1,6, Alan Ho1, 
Markus Hoffmann1, Trent Huang1, Travis S. Humble7, Sergei V. Isakov1, Evan Jeffrey1,  
Zhang Jiang1, Dvir Kafri1, Kostyantyn Kechedzhi1, Julian Kelly1, Paul V. Klimov1, Sergey Knysh1, 
Alexander Korotkov1,8, Fedor Kostritsa1, David Landhuis1, Mike Lindmark1, Erik Lucero1,  
Dmitry Lyakh9, Salvatore Mandrà3,10, Jarrod R. McClean1, Matthew McEwen5,  
Anthony Megrant1, Xiao Mi1, Kristel Michielsen11,12, Masoud Mohseni1, Josh Mutus1,  
Ofer Naaman1, Matthew Neeley1, Charles Neill1, Murphy Yuezhen Niu1, Eric Ostby1,  
Andre Petukhov1, John C. Platt1, Chris Quintana1, Eleanor G. Rieffel3, Pedram Roushan1, 
Nicholas C. Rubin1, Daniel Sank1, Kevin J. Satzinger1, Vadim Smelyanskiy1, Kevin J. Sung1,13, 
Matthew D. Trevithick1, Amit Vainsencher1, Benjamin Villalonga1,14, Theodore White1,  
Z. Jamie Yao1, Ping Yeh1, Adam Zalcman1, Hartmut Neven1 & John M. Martinis1,5*

The promise of quantum computers is that certain computational tasks might be 
executed exponentially faster on a quantum processor than on a classical processor1. A 
fundamental challenge is to build a high-!delity processor capable of running quantum 
algorithms in an exponentially large computational space. Here we report the use of a 
processor with programmable superconducting qubits2–7 to create quantum states on 
53 qubits, corresponding to a computational state-space of dimension 253 (about 1016). 
Measurements from repeated experiments sample the resulting probability 
distribution, which we verify using classical simulations. Our Sycamore processor takes 
about 200 seconds to sample one instance of a quantum circuit a million times—our 
benchmarks currently indicate that the equivalent task for a state-of-the-art classical 
supercomputer would take approximately 10,000 years. This dramatic increase in 
speed compared to all known classical algorithms is an experimental realization of 
quantum supremacy8–14 for this speci!c computational task, heralding a much-
anticipated computing paradigm.

In the early 1980s, Richard Feynman proposed that a quantum computer 
would be an effective tool with which to solve problems in physics 
and chemistry, given that it is exponentially costly to simulate large 
quantum systems with classical computers1. Realizing Feynman’s vision 
poses substantial experimental and theoretical challenges. First, can 
a quantum system be engineered to perform a computation in a large 
enough computational (Hilbert) space and with a low enough error 
rate to provide a quantum speedup? Second, can we formulate a prob-
lem that is hard for a classical computer but easy for a quantum com-
puter? By computing such a benchmark task on our superconducting 
qubit processor, we tackle both questions. Our experiment achieves 
quantum supremacy, a milestone on the path to full-scale quantum 
computing8–14.

In reaching this milestone, we show that quantum speedup is achiev-
able in a real-world system and is not precluded by any hidden physical 
laws. Quantum supremacy also heralds the era of noisy intermediate-
scale quantum (NISQ) technologies15. The benchmark task we demon-
strate has an immediate application in generating certifiable random 
numbers (S. Aaronson, manuscript in preparation); other initial uses 
for this new computational capability may include optimization16,17, 
machine learning18–21, materials science and chemistry22–24. However, 
realizing the full promise of quantum computing (using Shor’s algorithm 
for factoring, for example) still requires technical leaps to engineer 
fault-tolerant logical qubits25–29.

To achieve quantum supremacy, we made a number of techni-
cal advances which also pave the way towards error correction. We 
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Quantum computing

Conclusions &
Outlook

Machine learning

Selection of topics
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Inference

Classification
Regression

Generative
modeling

Anomaly
detection

Reinforce-
ment
learning

…
Machine
learning
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Classification - jet identification

7

• Quark vs gluon tagging
• QCD vs boosted Z/W-jet
• Boosted top-quarks

• Sparse data sets
• Machine learned taggers can significantly outperform QCD theory-inspired methods

Oliveira, Kagan, Mackey, Nachman, Schwartzman `15

Average images of W and QCD jets

Convolutional Neural Networks (CNNs)
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Deep sets and probabilistic models

8

Andreassen, Feige, Frye, Schwartz `18, `19
Komiske, Methodiev, Thaler `19

• Inspired by point clouds
• Permutation invariant sets
• Particle/Energy Flow Networks

• Probabilistic model
• JUNIPR
• Jet/tree-like structure

Infrared-Collinear Safety can be built in

better

See also Cranmer, Drnevich, Macaluso, Pappadopulo `21
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Quantifying the information content of jets

9

Datta, Larkoski `17, Datta, Larkoski, Nachman `19
Neill, Waalewijn `19

• Complete set of observables
• N-subjettiness basis
• Observe convergence of ROC curve

• Convergence related to entropy production 
in the jet after the hard-scattering

better
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Automated design of observables

10

Datta, Larkoski `17
Lai, Mulligan, Ploskon, FR - in preparation

see also Lai `18

• Single product observable
• Interpretability

• Quantify the information 
content of quenched jets

• Identify optimal observables
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Generative modeling

11

• Generative Adversarial Networks (GANs)
• GEANT detector simulations
• Reduction of the computational cost of 
simulations

• With Normalizing Flows 
see Krause, Shish `21

Paganini, Oliveira, Nachman `17

Goodfellow et al. `14

Generator Discriminator



F. Ringer, LBNL Aug 04 2021Machine learning

Generative modeling

12

• GANs for event simulation
• LHC energies Butter, Plehn, Winterhalder `19-`20

Alnazi, Sato, Liu et al. `20

• JLab/EIC energies

Train GAN on the final 
output of the shower

correlations

Shower GAN

Feature 
augmented GAN

(Un)folding
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Explainable machine learning

13

Lai, Neill, FR, Ploskon `20

see also Bieringer, Butter, 
Heimel, Höche et al. `20

• White-box AI
• Learn the underlying physics 
of the parton shower

NN
Train GAN on the final 
output of the shower

• Generator is a Recurrent 
Neural Nework (RNN)

Final energy distribution Intermediate splittings

n ! n+ 1 partons
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Anomaly detection

14

• Use low-level event-by-event 
information for BSM searches

• Can use weakly supervised or 
unsupervised learning

• Improvement of traditional searches

Heimel, Kasieczka et al. `19
Andreassen, Nachman, Shih `19

Pierini, Wulzer et al. `20 
Atkinson, Spannowsky et al. `21

…

Nachman, Shih `20

Many new ideas

Applied at the LHC

see e.g. ATLAS, PRL 125 (2020) 131801
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HEP ML - Living Review

15

https://iml-wg.github.io/HEPML-LivingReview/

Feickert, Nachman `21

…

• ML with uncertainties
• Monte Carlo tuning
• Pileup mitigation
• Neural networks with symmetries
• Efficient sampling for lattice field theory
• …

e.g. Nachman, Thaler `20

e.g. Bellagente, Plehn et al. `21

See today’s round-table discussion

e.g. Komiske, Metodiev, Nachman, Schwartz `17

Cranmer, Shanahan et al.  `20-`21

e.g. Bogatskiy et al. `20
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Quantum computing

Conclusions &
Outlook

Machine learning
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Quantum computing platforms

17

relaxation quantifies the time it takes for a qubit to decay from its
excited state |1〉 to the ground state |0〉 (a bit-flip error) while
dephasing times correspond to the time it takes for a quantum
superposition state |+〉=(|0〉+|1〉/

ffiffiffi
2

p
to lose its phase relationship

between |0〉 and |1〉 (i.e. a phase-flip error). Both quantities play an
important role as shorter times will reduce the accuracy of
quantum operations.
The first experimental demonstration of a superconducting

qubit52 is attributed to the group at NEC in 1999, albeit with T2~1
ns. Since this seminal result, many groups around the world
conceived and implemented a variety of superconducting qubits
by varying with the superconducting circuits, for example, by
adding loops interrupted by one or more JJs or by adding
capacitors. Research involving all these variants helped the
community shed light on what limits coherence times. By now,
it is known that the charge noise, flux noise, the microwave
environment, and materials play crucial roles.
Any electromagnetic mode with finite quality factor that

couples to the qubit will impact the T1. T1 limitations from various
external couplings can now be analytically calculated, by
analyzing the real part of the admittance as seen by the qubit.53

As such, over the years many results have shown how to reduce or
eliminate residual coupling to electromagnetic modes that are
present, intentional or not.54–56 At the same time, it is also
necessary to minimize stray radiation especially at high frequency
which may be capable of generating quasi-particles.57,58

Dielectric loss plays a crucial role and appears to be limiting T1
for many superconducting qubits. It is believed to be due to two-
level systems (TLSs) at the microscopic level 59 that couple to the
qubit’s electric field.60–62 This dielectric loss manifests itself in two
different ways. First, bulk insulating material with a non-zero loss
tangent that is involved in any of the qubit’s total capacitance can
limit T1 times. A continuum of TLSs residing in this bulk material
lead to the standard exponential decay. However, when there are
only few TLS present, the dielectric loss manifests itself differently.
Individual TLSs at some specific frequencies can couple to the

qubit and give rise to avoid level crossings among other
undesirable effects.59

For the transmon qubits that we design,63 we typically aim for a
transition frequency of 5–5.4 GHz, with an anharmonicity of ~-346
MHz so that the charge dispersion is less than 30 kHz. With
numerical simulations combined with static field simulations of
the qubit design, we aim to achieve a qubit capacitance of Cq~65
fF, paired with a JJ critical current of about I0~27 nA. The junction
is made quite small (100−200 × 100−200 μm), which avoids TLS
defects residing in the tunnel junction. The shunting capacitor is
formed by metal pads spaced apart as much as 70 μm so as to
minimize dielectric loss from any of the substrate surfaces.61,62

This style of qubit currently provides some of the highest and
reliable coherence times for transmon devices, T1,T2~100 μs,
almost 5 orders of magnitude improved over the initial
demonstration of superconducting qubits and enough to
demonstrate concepts of error correction.

CONTROL OF SUPERCONDUCTING QUBITS
To universally control a quantum system, it is sufficient to be able
to perform arbitrary single-qubit gates and a two-qubit gate.64 For
superconducting qubits most researchers have converged on
using microwave drives to perform arbitrary single-qubit rotations
in the x−y plane through control of the amplitude and the phase
of the drives. However, for transmon qubits, due to the weak
anharmonicity, it is necessary to perform corrections due to the
effects of the higher levels. The standard is to use Derivative
Removal Adiabatic Gate shaping.65 This approach has improved
single-qubit gate fidelity to 5(2) × 10−4 as demonstrated by
benchmarking.66 Interestingly, coherence times predict that these
gates should still be much better, and it is still an open question as
to what is the limitation.66

There have been many variants of entangling two-qubit gates
for superconducting qubits, each with their own set of pros and
cons. We find it convenient to split the gates into two classes. One
class of gates contains all of those which rely on the dynamical

Fig. 4 Images of four recent devices fabricated at IBM. The device in the top left corner contains 2Q(qubits)/1B(us)/2R(eadout resonators) and
is currently being used to study optimal two-qubit gates. The top right corner shows a device with 3Q/2B/3R which was used to demonstrate
a parity measurement.40 In the lower left corner is a device with 4Q/4B/4R for demonstrating the [[2,0,2]] code17 and the lower right corner
shows a device of 8Q/4B/8R for studying both Z and X parity checks. Inset shows an optical micrograph of an individual transmon qubit

Logical qubits in quantum computing system
JM Gambetta et al

4
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For example

• Superconducting qubits

• Trapped ion devices
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Digital quantum computing

18

• Well suited for computational complexity analyses 
cf. Turing machines for classical computing
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• Universal gate set: single-qubit rotations and CNOT

Unitary operation
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Real-time dynamics of QCD

19

• Perturbative QCD - weakly coupled regime, 
requires factorization

Solve real-time lattice QCD with the help 
of quantum computing?

• Euclidean-time lattice QCD - computation of e.g. 
PDFs but eventually runs into the sign problem

Kogut, Susskind `70s, Jordan, Lee, Preskill `11-`17
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Computational complexity
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Adapted from Scott Aaronson

• P - can solve in polynomial time

• NP - can check solution in 
polynomial time

Deterministic & probabilistic
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Computational complexity

20

Adapted from Scott Aaronson

• P - can solve in polynomial time

• NP - can check solution in 
polynomial time

• e.g. Factoring is in BQP 
Shor’s algorithm

Deterministic & probabilistic

• BQP - can solve in polynomial time 
with a quantum computer
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Adapted from Scott Aaronson

Computational complexity

20

• Scalar field theory

Jordan, Lee, Preskill `10-`17

• QCD/Standard Model?
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Hamiltonian formulation of field theories

21

Kogut, Susskind `70s, Jordan, Lee, Preskill `11-`17

1. Digitize the field theory on a spatial lattice

2. Prepare wave packets of the free field theory

3. Turn on interactions adiabatically

4. Unitary time evolution

5. After the scattering turn interactions off adiabatically

6. Perform measurement

Scalar field theory is in BQP but at high energies
significant resources are required

Simulation protocol
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Applications in Soft Collinear Effective Theory
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Bauer, Freytsis, Nachman `21
• Factorization of jet cross sections
• Hard, jet and soft functions
• Exclusive n-jets

• Soft sector matrix element

• Simulation with (scalar field theory) Wilson lines
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Open quantum systems
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see also Klco, Savage et al. `18,
Akamatsu, Rothkopf et al., Brambilla, Escobedo, Vairo et al., Yao, Vaidya, Mehen et al.

See yesterday's round-table discussion

de Jong, Lee, Mulligan, Ploskon, FR, Yao `21
• Thermalization and non-equilibrium dynamics
• Nuclear medium modification
• Non-global resummation

• Schwinger model coupled to a thermal scalar field theory
• Non-unitary Lindblad evolution
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Quantum algorithms for transport coefficients
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Cohen, Lamm, Lawrence, Yamauchi `21

see also Barata, Salgado `21

• Hydrodynamic flow of the quark-gluon plasma in 
heavy-ion collisions

• Non-perturbative input e.g. viscosity
• Potential near-term application

qubits for pure glue
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3 + 1d SU(3)
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2 + 1d ZNqubits for 

• Energy-momentum tensor in the Hamiltonian 
formulation
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Trailhead for SU(3)
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Ciavarella, Klco, Savage `21

• Quantum simulation of SU(3) Yang-Mills
• 1 and 2 plaquettes in the local multiplet basis

• Vacuum-to-vacuum persistence 
probability

• Up to 4 Trotter steps
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Outline
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Quantum computing

Conclusions &
Outlook

Machine learning
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Conclusions
• Various machine learning applications for fundamental physics

• Unsupervised learning for searches of BSM physics

• Learning the underlying physics

• Quantum simulations of real-time dynamics of field theories

• Proposals of near-term applications

• Many interesting things to learn along the way

• Quantum machine learning


