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From Thermal Field Theory to real-time observables



The plan

• QFT at finite temperature, the role of time and the Schwinger-Keldysh 
contour 

• Bases for real-time perturbation theory 

• Soft modes and HTL resummation 

• Collinear modes and LPM resummation 

• All this in the frame of the LO photon production rate
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QFT at T=0
A brief recap of what we learned during our master’s

• small number of particles 

• the primary observable is the scattering amplitude 

• we have well defined asymptotic states at  
(or sort of, think of collinear factorisation)

t = ± ∞

vacuum to vacuum amplitudes, fields act on 
vacuum to create the asymptotic states

S



QFT at T=0
A brief recap of what we learned during our master’s

• Perturbatively 
 
includes loops: quantum-mechanical vacuum fluctuations (Heisenberg 
principle) 

• Indeed, the vacuum is a quantum-mechanical pure state. Vacuum 
expectation values only accounts for vacuum fluctuations



QFT in a medium
Statistical fluctuations

• In a medium we also have statistical fluctuations, arising from our limited, 
statistical knowledge of the system 

• If at  the system is described by states  with probabilities  
(a mixed state) then  
 
 
with  the density operator 

• In what follows we will concentrate on thermal equilibrium. Out-of-
equilibrium is very fascinating&important, see Aleksi’s lectures

t = t0 | i⟩ Pi(t0)

̂ρ(t0) = ∑
i

Pi(t0) | i⟩⟨i |

⟨Ô(t0)⟩ ≡ ∑
i

Pi(t0)⟨i | Ô | i⟩ = Tr[ ̂ρ(t0)Ô(t0)]



Thermal equilibrium
The grand canonical ensemble

• The density operator is now time-independent 
 

• Z is the partition function (Zustandssumme), ,  the Hamiltonian, 
 the number operators for conserved global charges, with associated 

chemical potentials  

• For instance, in QCD 

β ≡ 1/T Ĥ
N̂i

μi

The labels 1 and 2 should not be confused with the ijkl ones. While the latter
refer to the field configurations of the corresponding states |ii, . . ., the former
are only used to label the time evolution of the ket (1) and bra (2), which by
the unitarity of the evolution operator lead to the relative minus sign in the
exponent of the action. This labeling is oftentimes called doubling of the degrees
of freedom. It represents a crucial point of time-dependent statistical field theory
and we will explore its details and physical implications in Sec. 3.

In the special case of thermal equilibrium in the grand canonical ensemble,
the density operator takes the form

⇢̂eq =
1

Z
e
��(Ĥ�µiN̂i), Z = Tr e��(Ĥ�µiN̂i), (8)

where µi and N̂i correspond to the chemical potentials and associated number
operators for possible conserved charges that commute with each other and with
the Hamiltonian. In the case of QCD, these are, e.g., quark numbers of flavor f

N̂f =

Z
d
3
x q̄f (x)�

0
qf (x). (9)

The normalization constant Z, the partition function, enforces h1i = 1.
As can be readily verified, the equilibrium form of the density matrix resem-

bles that of an evolution operator with a time argument of �i�. This allows
one to write also the density matrix in the path integral form

(⇢eq)jk ⌘ h�j |⇢̂eq|�ki =
1

Z

Z
�E(t0�i�)=±�j

�E(t0)=�k

D�E e
�SE(�E)

, (10)

where SE is the Euclidean action, SE =
R
�

0 d⌧ LE , or in the presence of nonzero

chemical potentials SE =
R
�

0 d⌧ (LE � µfNf ). The field at t = t0 � i� is equal
to ±�j , with the upper sign enforcing a periodic boundary condition for bosons
and the lower one an antiperiodic boundary condition for fermions (see e.g. [2]
for a careful derivation of both boundary conditions).

It is clear that the equilibrium density operator commutes with the Hamilto-
nian, [⇢̂eq, Ĥ] = 0, and is thus time-translation invariant. Therefore, in equilib-
rium, the initial time t0 is completely arbitrary, and for an operator local in time
we may simply choose t0 = t1. In this case, the D�1(t) and D�2(t) integrals
disappear and we are left with only the Euclidean branch of the path integral.
This purely Euclidean path integral will be the starting point of our discussion
in Sec. 6. On the other hand, in case of operators separated in (real) time, such
as Ô = Ôi(t1)Ôj(t2) with t1 < t2, the action of the first operator Oi(t1) on the
density operator creates a non-equilibrium state characterized by a new density
matrix ⇢̂(t1) = ⇢̂eqÔi(t1). This new density operator no longer commutes with
the Hamiltonian and therefore the integrals over the real branches no longer
trivialize. The contour formed by the two real branches and the imaginary one
is called the Schwinger–Keldysh contour [8, 9], and is depicted in Fig. 1 (see
also [3] for a more pedagogical introduction).
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Observables

• Typical observables 

• thermodynamics ( , , susceptibilities…) 

• transport coe"icients ( , diffusion,…) 

• thermal production rates 

• hard-probe observables (jets, quarkonia) 

• equilibration and thermalisation rates 

• ……

p e
η



Classifying observables
An important difference

• Even if the equilibrium state is time-independent, we can classify these 
observables by how they are affected by time 

• For thermodynamics,  for an ideal fluid in its rest 
frame. In QFT , which is a local operator ( ). Then 

 (with vacuum subtraction) 

• Thermodynamics deals with operators which are local in time. As we shall 
soon see, that is a big simplification 

• These lectures will mostly be about observables that are non-local in time

Tμν = diag(e, p, p, p)
Tμν → Θμν Θμν(X)

e = ⟨Θ00⟩



Dealing with local observables
The Matsubara formalism

• : used t-invariance of eq. operator 

• Now use  and identify  as a time-evolution operator in the 
imaginary direction , i.e  ( ) 
 

• The trace, when transformed into a path integral, implies 
 for bosons (periodicity) 

 for fermions (antiperiodicity) 
 

⟨Ô(t)⟩ = Tr[ ̂ρ(t)Ô(t)] = ∑
i

⟨i | ̂ρ(t)Ô(t) | i⟩

̂ρ = e−β(Ĥ−μiN̂i)/Z e−βĤ

τ it ↔ β U(t) = e−iĤt

ϕ(0, ⃗x ) = ϕ(β, ⃗x )
ψ(0, ⃗x ) = − ψ(β, ⃗x )
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hÔi =
R
D� Ô e

�SE

R
D� e�SE
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SE ⌘
Z �

0
d⌧LE



Dealing with local observables
The Matsubara formalism

• We thus have 3D Euclidean space X compactified Euclidean time 

• Ideal (at vanishing chem. pots) for lattice 

• Perturbatively: Euclidean field theory with discrete Matsubara frequencies 
 for bosons,  for fermions, .  

 

• Exercise: for a theory of massless, non-interacting real scalars compute the 

energy density using dim reg. Recall that . 

Solution: 

ωn = 2πTn ω̃n = πT(2n + 1) n ∈ ℤ

∫ dω/(2π) → T∑
n

Θμν = ∂μϕ∂νϕ −
δμν

2 ∂ρϕ∂ρϕ

e = 4π2T4ζ(−3) = π2T4

30
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~x
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The thermal photon rate
A non-local observable

• Photons are not in equilibrium in the short-lived QCD plasma in a heavy-
ion collision 

• If a photon is produced from the QCD plasma (rare event, ) it is 
unlikely to rescatter (rare event, )^2 

• They are thus a good hard probe: they carry information from the thermal 
phase, unaffected by later stages such as hadronisation

α ≪ 1
α ≪ 1



The thermal photon rate
A non-local observable

• Since  we can work to first order in the EM coupling. Photon 
production is then Poissonian and back-reaction (cooling of the plasma) 
negligible 

• Compute single photon production  
 
 
P probability, U(t) time evolution operator 

• The rate is  

α ≪ 1
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2k(2⇡)3
dP

d3k
=

X

X

Tr⇢eqU
†(t)|X, �ihX, �|U(t)
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The thermal photon rate
A non-local observable

• The rate is   

• Two-point function of the em current  

•  would be the current density of the plasma. Vanishes for a charge-
neutral plasma. But a charge-neutral plasma still produces photons 

• The formula is valid to first order in electromagnetism but to all orders in 
the QCD coupling. For practical and pheno reasons require 

Jμ = ∑
i

Qiq̄iγμqo

⟨Jμ⟩

k ∼ T

<latexit sha1_base64="pMY/5qDNcK785/i3I+ziGiVVTZY=">AAACkXicbVFda9swFJW9ry7b2nR93ItYGDgPDXYa9vHQEbaHjQ5GB0sbiGIjy9epsPxRSS6kwv9nv2dv+zeTXT907S4IDuecyz26N64EV9r3/zjug4ePHj/ZeTp49vzF7t5w/+WZKmvJYMFKUcplTBUIXsBCcy1gWUmgeSzgPM4+t/r5FUjFy+Kn3lawzumm4ClnVFsqGv4iqaTMJN8jsqF5ThuThLMlTsKjrCFwWfMr3DvIl1a/ZWsdSlOWSRAmIxWVVAgQ+Loxx81N0yGE08Z4U1LxcXg0zZoB4YXG3QgIDccZ9vTh9bghghYbAfgkNCSvG88f45PIIm85JrKTouHIn/hd4fsg6MEI9XUaDX+TpGR1DoVmgiq1CvxKrw2VmjMBNkmtoLLp6QZWFhY0B7U23UYb/MYyCU5LaZ8N3LG3OwzNldrmsXXmVF+ou1pL/k9b1Tp9vza8qGoNBbsZlNYC6xK358EJl8C02FpAmeQ2K2YXdrNM2yMO7BKCu1++D86mk+DtZPZjNpp/6texg16h18hDAXqH5ugrOkULxJxdZ+YcOx/dA/eDO3d7r+v0PQfon3K//QV/KceP</latexit>

dN�

d4Xd3k
⌘ d��

d3k

kkz
=

�e2

(2⇡)32k

Z
d4Xeik(t�z)hJµ(0)Jµ(X)i



Dealing with non-local observables
The Schwinger-Keldysh formalism

• : chose  for the density op. 
 and assume  

•  can be considered as a new, non-equilibrium state 

• , we must evolve it to ,  

• Plug this into the trace above and use cyclicity  
 

• Translating this into path integrals we get the Schwinger-Keldysh contour

⟨Ôa(ta)Ôb(tb)⟩ = Tr[ ̂ρ(ta)Ôa(ta)Ôb(tb)] ta
tb > ta

̂ρa(ta) ≡ ̂ρ(ta)Ôa(ta)

[Ĥ, ̂ρa] ≠ 0 tb ̂ρa(tb) = U(tb, ta) ̂ρa(ta)U(ta, tb)

Tr[ ̂ρa(tb)Ôb(tb)] = Tr[ ̂ρ(ta)Ôa(ta)U(ta, tb)Ôb(tb)U(tb, ta)]



The Schwinger-Keldysh contour
Tr[ ̂ρa(tb)Ôb(tb)] = Tr[ ̂ρ(ta)Ôa(ta)U(ta, tb)Ôb(tb)U(tb, ta)]

• Time ordered branch 

• Anti-time ordered branch 

• Statistical (Euclidean) branch

t

Ôa Ôb

ta

ta − iβ

tb
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hÔa(ta)Ôb(tb)i =
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• Applicable out of equilibrium too 

• Doubling of the degrees of freedom, an imprecise statement
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• An imprecise statement: as we shall see,  
the propagator becomes a matrix in 1 and  
2 fields. If one computes a time-ordered  
product of operators, then external fields  
are of type 1 and internally these ``2’’ dofs  
pop in. But T-ordered operators are not that important in thermal eq. (with 
some exceptions 

• The more important operator orderings are the Wightman  and 
retarded two-point fncs. They measure correlation and causation respectively
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• Wightman functions 

• Retarded and advanced functions 

• Their difference: the spectral function 

• Cyclicity of the trace and the (exponential) form of eq. density yield the 
Kubo-Martin-Schwinger (KMS)  relation between the Wightman 
functions , D>(t) ≡ D>(t,0) = D<(t + iβ) S>(t) = − eβμS<(t + iβ)

The Schwinger-Keldysh contour
Operator orderings
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Figure 1: The Schwinger–Keldysh contour on the complex t-plane.

The second important di↵erence with ordinary T = 0 QFT is that a ther-
mal medium induces random interactions which, in turn, do not preserve any
state. Therefore, one cannot separate à la LSZ the far-away asymptotics from
the space-time region where the interactions take place. Hence the observables
of interest are not the S-matrix elements or the associated time-ordered expec-
tation values, which, as we remarked previously, are the ones relevant in vacuum
perturbation theory. In a medium, on the other hand, operator ordering plays
a much more enhanced role: at nonzero temperatures and/or densities, most
observables of interest depend either on the forward or backward Wightman
functions, describing physical correlations in the medium, or on retarded and
advanced functions, describing causation in medium. For bosons,2 the Wight-
man functions read

D
>(t1, t0) = h�(t1)�(t0)i, (11)

D
<(t1, t0) = h�(t0)�(t1)i, (12)

2Note that we do not display the spatial coordinates or possible color, Lorentz or spin
indices of the fields in these definitions. It is understood that the indices correspond
to those of the fields at the given time arguments; for example, D<ab

µ⌫(t0, t1;x0,x1) =

hAb
⌫(t1,x1)Aa

µ(t0,x0)i.
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whereas the retarded and advanced correlators are

D
R(t1, t0) = ✓(t1 � t0)⇢B(t1, t0), (13)

D
A(t1, t0) = �✓(t0 � t1)⇢B(t1, t0), (14)

which are written in terms of the spectral function

⇢B(t1, t0) = h[�(t1),�(t0)]i. (15)

For a fermionic field  , the corresponding expressions on the other hand read

S
>(t1, t0) = h (t1) (t0)i, (16)

S
<(t1, t0) = �h (t0) (t1)i, (17)

⇢F (t1, t0) = h{ (t1), (t0)}i, (18)

S
R(t1, t0) = ✓(t1 � t0)⇢F (t1, t0), (19)

S
A(t1, t0) = �✓(t0 � t1)⇢F (t1, t0). (20)

Our definitions of the di↵erent correlation functions are chosen in such a way
that we may write

⇢B(t1, t0) = D
R(t1, t0)�D

A(t1, t0) = D
>(t1, t0)�D

<(t1, t0), (21)

⇢F (t1, t0) = S
R(t1, t0)� S

A(t1, t0) = S
>(t1, t0)� S

<(t1, t0). (22)

In simple terms, the significance of the di↵erent correlators defined above
can be summarized as follows: the Wightman function measures correlation,
whereas the retarded function measures causation. That is, the Wightman
function between firetrucks and fires is non-zero, whereas the retarded function
between them vanishes, as firetrucks are often found around fires but the trucks
do not cause them.

With a generic density operator ⇢̂, three of the above five correlators are
independent.3 However, in equilibrium even these functions are related to each
other through the fluctuation-dissipation theorem, known in this context as the
Kubo-Martin-Schwinger (KMS) relation [10, 11]. As discussed above, in thermal
equilibrium the functions depend on the di↵erence of the two times, t ⌘ t1 � t0.
The Wightman functions D>(t) and D

<(t) are strictly analytic inside the bands
�� < Im(t) < 0 and 0 < Im(t) < �, respectively (see for instance [3, 4]). This
is seen particularly clearly by writing the forward Wightman function in its
(normal-ordered) spectral representation

D
>(t1, t0) =

1

Z

X

m,n

e
��Ene

�iEn(t1�t0)e
iEm(t0�t1)|hn|�̂(0)|mi|2. (23)

3As is clearly seen in position space from Eqs. (13) and (14), knowledge of ⇢ determines
the retarded and advanced correlators.
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• In Fourier space 

• Hence we get the Wightman functions in terms of the spectral function 
,  

 
 

• In equilibrium all operator orderings are determined from the spectral 
function through KMS and causality

D<(ω) = (eβω − 1)−1ρB(ω) ≡ nB(ω)ρB(ω)
D>(ω) = (1 + nB(ω))ρB(ω)
S<(ω) = − (eβ(ω−μ) + 1)ρF(ω) ≡ − nF(ω)ρF(ω)

The Schwinger-Keldysh contour
Operator orderings

Now, assuming that the convergence of the sum is governed by the exponentials,
it is clear that the sum is absolutely convergent, and therefore the resulting
function analytic, for �� < Im(t) < 0.4

Using the cyclicity of the trace, the exponential form of the thermal den-
sity operator, and the commutation relations of the conserved charge, the two
Wightman functions can be related to each other via

D
>(t) = D

<(t+ i�), (24)

S
>(t) = �e

��µ
S
<(t+ i�) , (25)

where, due to our interest in QCD, we have omitted the possibility of assigning
a chemical potential to bosons.

In momentum space5 the above relations take a particularly useful form,

D
>(!) ⌘

Z
dte

i!t
D

>(t) = e
�!

D
<(!), (26)

S
>(!) ⌘

Z
dte

i!t
S
>(t) = �e

�(!�µ)
S
<(!), (27)

or equivalently in terms of the Wightman and spectral functions

nB(!)⇢B(!) = D
<(!), (28)

(1 + nB(!))⇢B(!) = D
>(!), (29)

nF (! � µ)⇢F (!) = �S
<(!), (30)

where nB(!) = (e�!�1)�1 and nF (!) = (e�!+1)�1 are the Bose–Einstein and
Fermi–Dirac distributions, respectively.

3. Real time formalism

In this section, we go on to explore in detail the implications of the Schwinger–
Keldysh contour on thermal expectation values, illustrating general methods
without a specific focus on QCD. In Sec. 3.1, we review the most commonly
used bases for the fields on that contour. while in Sec. 3.2 we explain how one
of the most important objects in perturbation theory, the self energy, behaves
under such bases. This is of particular relevance for the resummations that will
be introduced in Sec. 4. Sec. 3.3 is then dedicated to expounding the structure
of cutting rules at finite T and µ, which are of great relevance e.g. for calcula-
tions of thermal production rates, as we will again show later in Sec. 4. After
this, we contrast the finite temperature and density theory with the behavior

4The zero-temperature limit of this statement is equivalent with the well known vacuum
field theory result that the forward (backward) Wightman function has support only for
positive (negative) frequencies.

5According to our conventions, the retarded function is related to the spectral function via
⇢B(!) = 2ReDR(!), and ⇢F (!) = 2ReSR(!)
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• Go back to the contour: ``2’’ fields are always to  
the left (contour-later) of ``1’’ fields,  

,          .  
This determines the off-diagonal elements of the propagator. 

• The two contours are (anti)-time ordered ⇒ Feynman and anti-F propagators 

 
 

• Vertices are diagonal in ``1-2’’ indices,  
``2’’ indices have opposite sign

⟨ϕ2(t)ϕ1(0)⟩ = D>(t) ⟨ϕ1(t)ϕ2(0)⟩ = D<(t)

The ``1-2’’ formalism
Operator orderings and the contour

Figure 2: The two vertices appearing in the example featuring the 1/2 basis.The vertex with
type 2 fields comes with a relative minus sign because of the di↵erent signs of the actions in
Eq. 31.

generating functional, it should not come as a surprise that the diagonal entries
of the propagators are the time- and anti-time-ordered Feynman propagators,

D
F (t1, t0) = ✓(t1 � t0)h�(t1)�(t0)i+ ✓(t0 � t1)h�(t0)�(t1)i, (33)

D
F̄ (t1, t0) = ✓(t0 � t1)h�(t1)�(t0)i+ ✓(t1 � t0)h�(t0)�(t1)i, (34)

whereas the o↵-diagonal terms are the forward and backward Wightman func-
tions6

D =

✓
h�1�1i h�1�2i
h�2�1i h�2�2i

◆
=

✓
D

F
D

<

D
>

D
F̄

◆
. (35)

Through the definition of (anti-)time-ordering and the Wightman and retarded
correlators together with their relation to the spectral function, Eqs. (28) and
(29), the momentum-space forms of Eqs. (33) and (34) become

D
F (!, k) =

1

2

⇥
DR(!, k) +DA(!, k)

⇤
+

✓
1

2
+ nB(!)

◆
⇢(!, k), (36)

D
F̄ (!, k) = �1

2

⇥
DR(!, k) +DA(!, k)

⇤
+

✓
1

2
+ nB(!)

◆
⇢(!, k). (37)

As the actions S(�1) and S(�2) do not mix fields with indices 1 and 2, the
vertices have their usual vacuum field theory form with the minor modification
that all the lines in the vertex carry the Schwinger–Keldysh index 1 or 2, and
that the vertices with index 2 come with an extra minus sign, as shown in Fig. 2.

3.1.2. The r/a basis
Instead of using the basis of 1 and 2 fields, as we have done so far, it is

oftentimes convenient to introduce a second basis. To this end, we define [9, 12]

�r ⌘ 1

2
(�1 + �2) �a ⌘ �1 � �2, (38)

6We use boldface letters to identify the propagator matrix, but drop the spacetime or
four-momentum dependence, as these equations are valid both in position and momentum
space.
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DF,F̄(ω) = ± 1
2 [DR(ω) + DA(ω)] + ( 1

2 + nB(ω)) ρB(ω)DF,F̄(t) = θ(±t)D>(t) + θ(∓t)D<(t)

1

1

1

1

2
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2
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−

Figure 2: The two vertices appearing in the example featuring the 1/2 basis.The vertex with
type 2 fields comes with a relative minus sign because of the di↵erent signs of the actions in
Eq. 31.
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correlators together with their relation to the spectral function, Eqs. (28) and
(29), the momentum-space forms of Eqs. (33) and (34) become

D
F (!, k) =

1

2

⇥
DR(!, k) +DA(!, k)

⇤
+

✓
1

2
+ nB(!)

◆
⇢(!, k), (36)

D
F̄ (!, k) = �1

2

⇥
DR(!, k) +DA(!, k)

⇤
+

✓
1

2
+ nB(!)

◆
⇢(!, k). (37)

As the actions S(�1) and S(�2) do not mix fields with indices 1 and 2, the
vertices have their usual vacuum field theory form with the minor modification
that all the lines in the vertex carry the Schwinger–Keldysh index 1 or 2, and
that the vertices with index 2 come with an extra minus sign, as shown in Fig. 2.

3.1.2. The r/a basis
Instead of using the basis of 1 and 2 fields, as we have done so far, it is

oftentimes convenient to introduce a second basis. To this end, we define [9, 12]

�r ⌘ 1

2
(�1 + �2) �a ⌘ �1 � �2, (38)

6We use boldface letters to identify the propagator matrix, but drop the spacetime or
four-momentum dependence, as these equations are valid both in position and momentum
space.
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• We can now go back to our energy density problem and see how it appears 
more transparent in the real-time formalism 

 

• Recall that the bare spf is  

• Important: time-dependent observables can also be obtained from the 
Matsubara formalism, but one needs to perform analytical continuations 
(after all the sums have been performed).  

e = ∫ d4P
(2π)4 p2D>(P)

ρB(ω) = 2πϵ(ω)δ(ω2 − E2
k )

D>(−iτ) = GE(τ)

The ``1-2’’ formalism
Operator orderings and the contour



• For a time-ordered vacuum expectation value 
all external field are type ``1’’. ``2’’ fields  
can only appear in islands 

• They are thus connected to the rest of the  
diagram by  propagators 

•   have to be negative by momentum conservation.  

• Recall that  at zero temperature: 
the familiar statement that forward Wightman vac. amplitudes have support 
at positive frequencies only is what prevents these islands from popping up

D>(ωi)
n ≥ 1 ωi

D>(ω) = (1 + nB(ω))ρB(ω) → θ(ω)ρB(ω)

The ``1-2’’ formalism
Why there is no doubling in vacuum

1

1

1

1

1

1

Only type 1 vertices

Only type 2 vertices

1 1 1 1 1

2 2 2 2 2
!i

Figure 9: A generic diagram with with only type 1 fields as external lines. The diagram is
organized such that all the vertices and propagators with index 1 are in the upper ellipse, while
the type 2 vertices and propagators live in the lower ellipse. The two regions are connected
by Wightman functions D>(!i) (the direction of momentum flow is indicated by the small
arrow). Conservation of energy implies that the frequencies !i that flow between the two
regions must sum up to zero,

P
i !i = 0, and therefore some of them must be negative.

In vacuum, the Wightman function D>(!i) has support only for positive frequencies, and
therefore such diagrams containing type 2 fields vanish.

As discussed earlier, the di↵erence of the two actions contains only terms with
an odd number of �a-fields. If it is the case that there is a scale hierarchy
between the �a-fields and the �r-fields, then the leading-order term in the ex-
pansion in �a fields is a linear function of �a, and the integral over �a can
be explicitly performed. To quantify when the condition is fulfilled, consider
that in equilibrium h�r(�!)�r(!)i ⇠ (1/2 + nB(!))⇢B(!). For ! ⌧ T , the
bosonic distribution function nB(!) ⇡ T/! is parametrically larger than the

constant 1/2, and the �
r fields are then O(n1/2

B
(!)). Whenever ! ⌧ T and

thus nB(!) � 1 we speak of Bose enhancement. To estimate instead the size
of �a consider then h�r(�!)�a(!)i, which is the retarded correlator. Since it
does not depend on nB(!), the ra correlator is O(n0

B
(!)). Therefore �a(!) is

of order n
�1/2
B

(!). Hence the approximation becomes accurate in the limit of
large occupation numbers nB(!), which in thermal equilibrium corresponds to
! ⌧ T . In the case of non-equilibrium systems, nB(!) is replaced with the
non-equilibrium occupation number f(!).

For example, in ��
4 theory with the Lagrangian of Eq. (42), the leading

term in the expansion in �a reads

S = �
Z

d
4
x�a


(�@µ@

µ +m
2)�r +

1

3!
�(�r)3

�
, (57)
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The ``1-2’’ formalism
Are we ready to go?

• This is a < Wightman function, . We could in principle just take 
these propagators and Feynman rules and compute. However 

• this basis is not optimal, and we have not discussed cutting rules yet 

• we will rapidly run into failures of the loop expansion

Π<(K)
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