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[bookmark: _Hlk199340058]Abstract: Over time, buildings are increasingly challenged by various defects, such as cracks, mold growth, paint deterioration, and dampness. Addressing these defects is crucial to prevent excessive maintenance costs and potential disasters, but effective treatment relies on accurately identifying and detecting these issues. Traditionally, engineers have relied on building surveys to locate and assess these defects. However, manual inspections are labor-intensive, time-consuming, and often require skilled labor, increasing costs. Moreover, the accuracy of results from manual methods may be inconsistent and accessing defects in hard-to-reach or hazardous areas poses significant challenges and risks, sometimes making detection infeasible. To overcome these limitations, this study proposes an application of image processing and a Convolutional Neural Network (CNN) approach for defect detection using images captured by regular, portable cell phone cameras. The method utilizes pre-trained CNN models, including Inception, MobileNet, ResNet-18, and ResNet-50, to detect building defects. The technique employs the four famous pre-trained CNN models to detect building defects in five levels: (a) Clean state-no maintenance required with 6000 images, (b) Uncracked state-maintenance required with 2000 images, (c) Mold-maintenance required with 1000 images, (d) Light Crack-maintenance required with 1000 images, and (e) Highly cracked-maintenance required with 2000 images. The comparative study revealed that the Inception model yielded the best results among the models used. After the CNN training, Hugging Face uses to create a mobile App for this purpose. 
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[bookmark: _Hlk199340138]Cracks in concrete structures often signify structural deterioration, with their type, size, and frequency serving as key indicators of defects in reinforced concrete systems [1–3]. The durability and safety of buildings are directly influenced by the quality of these structures, underscoring the need for regular expert inspections to assess their condition and generate reliable reports [4–7]. Early recognition of cracks and issues during such inspections is essential for mitigating potential structural damage and protecting the occupants. Established approaches, which rely heavily on manual visual inspections, are often inefficient, subjective, labor-intensive, and costly [8–10]. To address these limitations, the implementation of automated and advanced evaluation methods has become necessary. 
Recent advancements in Artificial Intelligence (AI) and unmanned computerized vehicles (UAVs), particularly in computer vision, have demonstrated remarkable success in crack detection and structural health monitoring (SHM), and monitoring outperforms traditional techniques. Numerous studies have proposed groundbreaking methods for effectively identifying and classifying cracks in building structures, leveraging these technologies to enhance accuracy and efficiency [11–15]. Convolutional Neural Networks (CNNs) have transformed multiple disciplines, including structural engineering, by advancing image analysis and pattern recognition techniques [11–15]. In structural engineering, the precise detection, classification, and assessment of defects are critical, and CNNs have become instrumental in automating these tasks. Their graded architecture effectively extracts spatial features from visual data and utilizes them for applications such as crack identification, structural damage evaluation, and infrastructure health monitoring [16–20]. The adaptability and learning capabilities of CNNs allow them to outperform traditional methods, providing more accurate and efficient solutions for maintaining structural integrity.
Ehtisham et al. [21] assessed several pre-trained CNN models, including ResNet and MobileNetV2, to detect and classify concrete cracks. Their inspection aimed to examine the performance of these models in real-world applications, where the precision of detecting cracks at different orientations is matched. Such research further advances the notion that pre-trained CNN models can be adjusted for SHM purposes, allowing quicker implementation in the field. Chollet [22,23] proposed Xception and Inspections models, a deep learning model built around depth-wise separable convolutions. The model's efficient design allows CNNs to handle more complex chores with fewer parameters and lower computational constraints, making them well-suited for functions such as crack detection in large datasets from infrastructure inspections [24,25]. 
This study aims to apply image processing and a CNN for defect detection using images captured by regular cell phone cameras. The method utilizes pre-trained CNN models, including Inception, MobileNet, ResNet-18, and ResNet-50, to detect and predict building defects. The technique employs the four famous pre-trained CNN models to detect building defects in five levels: (a) Clean state-no maintenance required with 6000 images, (b) Uncracked state-maintenance required with 2000 images, (c) Mold-maintenance required with 1000 images, (d) Light Crack-maintenance required with 1000 images, and (e) Highly cracked-maintenance required with 2000 images. The model was trained, validated, and tested on a dataset comprising 1,000 images collected from various buildings. The dataset was categorized into cracks, non-cracks, and miscellaneous defects. After the CNN training, Hugging Face uses to create a mobile App for this purpose. The comparative study revealed that the Inception model yielded the best results among the models used. 
Methodology
[bookmark: _Hlk199340188]Building defects encompass various types, including stains, mold, minor cracks, and significant cracks [26,27]. The methodology adopted in this work primarily focused on differentiating maintenance levels based on image classifications. Therefore, the images, collected from open-source databases and various sites, are categorized into five main categories, as described in Table 1. The database was collected through an online database and by using a camera from a portable cellphone. CNN requires extensive data for training and validation purposes to show good performance results. Therefore, the number of images in our database increased through image augmentation [28–30]. Images of each group were rotated, translated, and flipped horizontally and vertically. After the augmentation processes, pictures in each class were made equal. The number of images in each is given in Table 1. The database comprised pictures of building regions with building defects in five levels, as illustrated in the Figure 2. 
[bookmark: _Hlk199340269]Table 1: Classifications of Images
	Level
	Descriptions
	Required Actions
	Number of Images

	1
	Clean State
	No Maintenance Required 
	6000

	2
	Uncrack-Surface Issues
	Light Maintenance Required 
	2000

	3
	Mold
	Light Maintenance Required 
	1000

	4
	Light Cracks
	Medium Maintenance Required & Not Dangerous
	1000

	5
	Major Cracks
	Significant Maintenance Required & Dangerous 
	2000
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[bookmark: _Ref195606626]Figure 2: Randomly selected Images from five Levels 
Convolutional Neural Network
CNN pre-trained models
Deep Learning (DL) is a powerful machine learning approach for feature extraction, transformation, and pattern analysis, applicable in supervised and unsupervised contexts. It involves multiple layers of nonlinear information processing [16–20]. Convolutional Neural Networks (CNNs), a type of Deep Learning (DL) model designed explicitly for visual data analysis, have been particularly successful in tasks such as image recognition and classification. Thus, CNNs are well-suited for capturing and learning complex image features, identifying patterns and anomalies, and detecting and analyzing various defects [16–20]. However, CNN-based approaches have recently gained widespread recognition and acceptance as the preferred method for tasks such as image classification, object detection, and image segmentation. The typical architecture of a CNN is shown in Figure 2. 
This study employs four pre-trained CNN models, Inception, MobileNet, ResNet-18, and ResNet-50, as defined in Table 2, which are used in this study. Each model is trained, validated, and tested on the same datasets to evaluate their performance based on processing time and classification accuracy. A comparative analysis is conducted using the confusion matrix for each model, and independent tests are performed to confirm the effectiveness of these models. Notably, this work leverages pre-trained CNN models that have been further trained on a unique dataset of images, specifically designed for accurate classification across different classes.
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[bookmark: _Ref194862277]Figure 2: Typical features of CNN models
[bookmark: _Ref195607203]Table 2: Pre-trained CNN models Characteristics
	Sr.No
	Model
	Input Size
	Depth (Layers)
	Parameters (Millions)
	Key Feature

	1
	Inception-v3
	299×299×3
	48
	~23
	Factorized convs

	2
	MobileNet-v1
	224×224×3
	28
	~4.2
	Depthwise separable

	3
	ResNet-18
	224×224×3
	18
	~11.7
	Residual connections

	4
	ResNet-50
	224×224×3
	50
	~25.6
	Bottleneck blocks


Training of models
Figure 3- Figure 6 illustrate the confusion matrices of these four models. Figure 3, the confusion matrix evaluates the performance of an Inception-based classifier in predicting five structural condition categories, demonstrating excellent overall performance with an accuracy of 97.6%. The model yields powerful results for critical safety-related classifications, with Level 5 (Highly Cracked - Dangerous) achieving a 97.6% recall and Level 2 (Uncracked - Maintenance Required) reaching a 99.0% recall, indicating a reliable detection of maintenance-required states. Most classes perform exceptionally well, with Level 1 (Clean State) achieving a 97.2% recall rate and Level 3 (Mold) achieving a 97.7% recall rate. The primary area of minor confusion occurs with Level 4 (Light Cracked), which shows a 3.3% error rate, mostly misclassified as Level 5 (Dangerous) or Level 3 (Mold), suggesting that these intermediate damage states share some visual similarities. Precision metrics remain strong across all classes, ranging from 96.2% to 99.5%, with Level 1 (Clean State) achieving a near-perfect 99.5% precision, minimizing false positive maintenance alerts. 
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[bookmark: _Ref199274857]Figure 3: Confusion Matrix for Inception Model 
Notably, the model achieves balanced performance across both recall and precision metrics, with no single class exhibiting a significant weakness. For likely enhancements, the focus could be directed toward better distinguishing between Level 4 (Light Cracked) and adjacent categories through the development of feature extraction or additional training examples of borderline cases. 
Figure 4 illustrates a confusion matrix that estimates the performance of a MobileNetV2-based classifier in calculating five distinct structural surface situations, ranging from a clean state requiring no maintenance to a highly cracked and dangerous state. The model exhibits a strong overall accuracy of 97.0%, with strong classification performance across all classes. Level 5 (Highly Cracked - Dangerous) is identified with excellent accuracy, achieving 98.1% recall and 100% precision, which is essential for ensuring safety in critical infrastructure measurements. Level 1 (Clean State) also shows high performance, with 98.5% recall and 94.3% precision, indicating that the model effectively distinguishes well-maintained and poorly maintained surfaces. 
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[bookmark: _Ref199274863]Figure 4: Confusion Matrix for MobileNet Model
The classifier performs well on Levels 2 (Uncracked - Maintenance Required) and 3 (Mold - Maintenance Required), accomplishing recall rates of 96.7% and 97.1%, respectively. A minor confusion occurs between these two categories and Level 4, possibly due to the overlapping visual textures typical of early degradation stages. Level 4 (Light Cracked - Not Dangerous) has the lowest recall with the classes, at 94.5%, with some misclassifications into lower and higher severity levels. 
Figure 5 illustrates a confusion matrix that estimates the performance of a ResNet-18-based classifier in predicting five distinct structural surface conditions, ranging from a clean state requiring no maintenance to a highly cracked and hazardous state. The model establishes a strong overall accuracy of 98.1%, with consistently high precision and recall across all classes. Level 5 (Highly Cracked - Dangerous) is ideally classified, achieving 100% recall and 99.0% precision, which is crucial for safety-critical applications. Level 3 (Mold - Maintenance Required) also shows outstanding performance with 99.0% recall and 96.7% precision, while Level 4 (Light Cracked - Not Dangerous) follows closely with 96.3% recall and 99.0% precision, indicating minimal misclassification. 
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[bookmark: _Ref199274871]Figure 5: Confusion Matrix for Resnet18 Model
The classifier performs well on Level 1 (Clean State), achieving 97.2% recall, although a modest fraction (2.8%) is misclassified as requiring maintenance (Level 2). Similarly, Level 2 (Uncracked - Maintenance Required) achieves a 98.1% recall, with minor confusion with Level 1 and negligible misclassification into Level 5. These results suggest the model is highly effective at distinguishing between varying degrees of surface degradation. Minor misclassifications, particularly between adjacent maintenance categories, may be attributed to visual similarity in the early stages of deterioration. Refining feature representation and expanding training data for borderline cases could further enhance performance, particularly for near-threshold conditions.
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[bookmark: _Ref199274881]Figure 6: Confusion Matrix for Resnet50 Model
Figure 6 confusion matrix demonstrates the performance of a ResNet50-based classifier in predicting five structural conditions, achieving an overall accuracy of 98.8%. The model performs exceptionally well across most classes, with Level 1 (Clean State) and Level 3 (Mold - Maintenance Required) achieving a perfect 100% recall, while Level 2 (Uncracked - Maintenance Required) and Level 5 (Highly Cracked - Dangerous) follow closely with 99% recall. Level 4 (Light Cracked - Not Dangerous) exhibits minor confusion, with 95.9% recall and 4.1% of cases misclassified, primarily as Level 3 or Level 5, likely due to overlapping visual features. The high accuracy in detecting critical states, such as Level 5, underscores the model's reliability for safety-critical applications. While performance is already robust, further refinement for Level 4, such as enhanced feature extraction or additional training data, could address its slight misclassifications. Overall, the classifier exhibits strong predictive capabilities, making it a dependable tool for structural condition assessment. This presentation establishes the Inception-based classifier as highly consistent for structural condition assessment, combining robust accuracy with particularly strong performance on safety-critical classifications. The model's balanced operation across all categories makes it notably suitable for real-world deployment, where both safeguarding optimization and safety assurance are priorities.
GUI application 
After comparing the four pre-trained models, the Inception model was selected (with a mean accuracy of 0.98, 0.98 accuracy, and 0.99 F1 and 0.98 recall values) for developing the Hugging Face app. Figure 7- Figure 11 describe the outcome of the maintenance app. This figure displays a user interface from an application developed using Hugging Face for maintenance-level prediction of wall images. The application enables users to upload a picture of a wall, automatically classifying its condition into one of five predefined maintenance levels. In the displayed example, a photo of a clean wall has been uploaded. 
The application predicted “Level 1 - Clean State (no Maintenance Required)” with a confidence score of 93.03%, as illustrated in Figure 7. The right-hand panel titled "Prediction and Explanation" provides a detailed insight into the result. It explains that the wall is clean and stable, exhibiting no visible cracks or mold, thus requiring no maintenance at this stage. The interface is cleanly designed, with clear options to Clear or Submit the image, and icons below the uploaded image for additional actions, such as preview or removal. This tool is convenient for facility managers, engineers, or inspectors aiming to streamline wall maintenance assessments using AI-powered image classification.
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[bookmark: _Ref195616630]Figure 7: Maintenance Level Prediction for Level 1
Figure 8 showcases a web application built on Hugging Face titled "Maintenance Level Prediction for Wall Images." The interface is designed to allow users to upload an image of a wall, enabling them to classify its condition into one of five predefined maintenance levels. The left side of the interface displays the uploaded wall image within a preview box, along with control buttons to clear or submit the photo. Once the image is submitted, the right section labeled "Prediction and Explanation" presents the model's output. In this example, the model predicts the wall condition as "Level-2 – Uncracked (Maintenance Required)" with a confidence score of 72.11%. Below this, a detailed explanation is provided: the wall does not exhibit visible cracks but may have minor issues, such as discoloration or surface wear. Regular maintenance is recommended to prevent future deterioration. The overall layout is clean and functional, effectively communicating both the predicted result and its rationale to the user. This implementation demonstrates the practical use of machine learning for structural monitoring and preventive maintenance assessment.
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[bookmark: _Ref195616707]Figure 8: Maintenance Level Prediction for Level 2
Figure 9 presents another instance of the web application you developed on Hugging Face, titled "Maintenance Level Prediction for Wall Images." In this case, the model predicts the condition as "Level-3 – Mold (Maintenance Required)" with a confidence score of 44.90%. The accompanying explanation states that the wall exhibits mold signs, which establishes a risk by weakening its structural integrity and potentially affecting health. The system recommends immediate maintenance to exclude the mold and stop further damage. This intuitive and informative interface reflects a thoughtful application of AI for infrastructure monitoring and public safety, providing real-time insights that guide proactive decision-making.
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[bookmark: _Ref195616722]Figure 9: Maintenance Level Prediction for Level 3
Figure 10 is a detailed screenshot of the Hugging Face web application you've developed, titled "Maintenance Level Prediction for Wall Images." The calculation here is "Level-4 – Light Cracked (Not Dangerous)" with a confidence score of 69.63%. The description provided indicates that the cracks on the wall are minor and not immediately hazardous; however, they should still be monitored. Protection is recommended to stop the cracks from expanding. 
[image: ]
[bookmark: _Ref195616733]Figure 10: Maintenance Level Prediction for Level 4
Figure 11 is a detailed screenshot of the Hugging Face web application you've developed, titled "Maintenance Level Prediction for Wall Images." The purpose of the app is to assess the structural condition of walls by analyzing uploaded images and categorizing them into one of five maintenance levels. In this instance, the interface shows a user-uploaded image of a wall with visible surface cracks. The picture is previewed on the left side with options to clear or submit it using the prominent buttons below. Upon submission, the right-hand side under "Prediction and Explanation" displays the model's output. The prediction here is "Level-5 – Highly Cracked (Dangerous)" with a confidence score of 99,18%. The explanation provided indicates that the cracks on the wall are significant and very hazardous, but should still be monitored. Preventive maintenance is recommended to stop further collapse from expanding. The clean UI, informative predictions, and actionable insights reflect a well-designed tool that effectively uses machine learning for real-world infrastructure assessment and maintenance planning.
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[bookmark: _Ref195616639]Figure 11: Maintenance Level Prediction for Level-5
Conclusion 
This work proposes an application of image processing and a Convolutional Neural Network (CNN) approach for defect detection using images captured by regular, portable cell phone cameras. This study proposes an application of image processing and a Convolutional Neural Network (CNN) approach for defect detection using images captured by regular, portable cell phone cameras. The method utilizes pre-trained CNN models, including Inception, MobileNet, ResNet-18, and ResNet-50, to detect building defects. The technique employs the four famous pre-trained CNN models to detect building defects in five levels: (a) Clean state-no maintenance required with 6000 images, (b) Uncracked state-maintenance required with 2000 images, (c) Mold-maintenance required with 1000 images, (d) Light Crack-maintenance required with 1000 images, and (e) Highly cracked-maintenance required with 2000 images. The comparative study revealed that the Inception model yielded the best results among the models used. After the CNN training, Hugging Face is used to create a mobile App for this purpose. After comparing the four pre-trained models, the Inception model was selected (with a mean accuracy of 0.98, 0.98 accuracy, and 0.99 F1 and 0.98 recall values) for developing the Hugging Face app. The prediction from the Hugging Face app yielded acceptable results, which can be used for building inspection purposes. 
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image7.png
Maintenance Level Prediction for Wall Images
Upload an image of a wall to classi ts conditon nto one of 5 level and get  detailed explanation.
R ol Prediction and Explanation

Predicted: Level-1-Clean State (no Maintenance Req) (53.03%)

Explanation:
The wal i ina clean and stable condition with no vsible cracks or mold. No maintenance s required at this stage.
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Maintenance Level Prediction for Wall Images
Upload an image of a wall to classi ts conditon nto one of 5 level and get  detailed explanation.

5 image. £X " prediction and Explanation

Predicted: Level-2-Uncracked (Maintenance Req) (72:11%)
Explanation:

“The wal shows o cracks but may have minor issues lie discoloration or surface wear. Maintenance s recommended to prevent future
damage.
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Maintenance Level Prediction for Wall Images

Upload an image of a wall to classi its condition into one of 5 levels and get a detailed explanation.

== X prediction and Explanation

Predicted: Level-3-Mold (Maintenance Req) (44.90%)
Explanation:

“The wal has mold growth, which can weaken the structure and pose health risk: Immediate maintenance is required to address the mold
and prevent further damage.
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Maintenance Level Prediction for Wall Images

Upload an image of a wall to classi its condition into one of 5 levels and get a detailed explanation.
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Maintenance Level Prediction for Wall Images

Upload an image of a wall to classi ts conditon nto one of 5 level and get  detailed explanation.
R =iy Prediction and Explanation
Predictec Levl-5-Highly Cracked (Dangerous) (9.18%)
‘Explanation:

‘The wall has severe cracks that compromise ts structural ntegrity. Thisis dangerous and requires immediate repair to avoid potential
colspse.
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