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Abstract. Bullheading is the process of pumping gas bubbles down-
wards in a well. Since gas tends to migrate upwards on its own, a certain
critical liquid rate is required to be able to move the gas downwards. The
bullheading procedure is used for killing production wells and it is also
a backup well Kkill solution if a gas influx is taken during the drilling of
new wells. It is also used in a special drilling system developed for han-
dling large drilling fluid losses in carbonate formations. One-dimensional
two-phase flow can be described by the Drift-Flux model. Here the gas
slip relation is essential to predict how gas moves relative to liquid. This
relation depends on two parameters. One parameter is the gas rise ve-
locity which describes how fast a gas bubble moves relative to stagnant
liquid. The other parameter, the gas distribution coefficient is more re-
lated to the shape of the gas bubble. In the literature, one will find that
the models were mainly developed for co-current upward flow. However,
there are a few papers that address how these parameters will change
when considering co-current and downward two-phase flow. A medium
size experimental arrangement has previously been built at the Univer-
sity of Stavanger and experimental bullheading data from the loop was
compared against the results achieved from the gas slip relation and
the drift flux model. When they considered a Newtonian fluid and slug
flow (Taylor bubbles), large differences were seen. It was much harder to
push the gas down in practice compared to what the simulation model
predicted. In this paper, the experimental loop will be described along
with some improvements done before repeating the experiments. It will
be shown that still there was a large discrepancy between model pre-
dictions and the experimental data. Here one will also emphasize how a
simulation model based on the Drift-Flux model is needed to be able to
predict the downward gas velocities when using a specific slip relation.
The large discrepancy led to a new investigation of what could be the
cause. A deeper literature review considering an old paper from 1962
gave a hint that the gas distribution parameter can change dramatically
when transitioning from co-current upward flow to counter-current and
downward flow. The gas distribution parameter was then calibrated to
obtain a better fit with the experimental data using both theoretical con-
siderations and a workflow involving model simulations and comparison
with the experimental data. The new value for the distribution coeffi-
cient differed significantly from other values proposed in the literature.
The reason for this large discrepancy is most likely related to the non-
symmetric behavior of the Taylor bubble in this experimental setup.
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Literature seems to support that this kind of behavior exists and will
have certain implications for the gas movement.
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1 Introduction

Wells are drilled and used for both producing hydrocarbons and extraction of
geothermal energy. They are also used for hydrocarbon gas storage and in the
future, storage of CO2 can become more common. Wells must be operated in
a safe manner and different circulation techniques are available to remove un-
wanted gas content in a well.

Bullheading is the name of the operation where one tries to push gas bubbles
downward in a well [I]. To overcome gas migration, a certain liquid flow rate is
needed from above to push the gas downward. During conventional drilling, the
pressure at the bottom of the well is kept above the pore pressure to avoid the
influx of hydrocarbons from the rock formations. However, in some cases, gas
influx takes place, and a well-controlled situation has emerged. Then this gas
has to be removed from the well either by circulating it to the surface where it
is handled safely or by forcing it back into the formation [2I3]. In this situation,
it is a method that will be used if the other circulation methods do not work.

In recent years, more specialized drilling techniques have been developed.
One of them is the pressurized mud cap drilling method [4]. This method was
developed for drilling highly fractured and vugular carbonate formations where
large losses of drilling fluid will occur. Here, the bullheading operation is quite
standard, as gas often enters the well and must be pushed back into the frac-
tures [5].

Bullheading is also used in the later stages of the life cycle of the well. A pro-
ducing well must be killed for maintenance purposes if a sidetrack is to be made
or if the well shall be permanently plugged and abandoned. A paper addressing
the killing of live gas wells and modeling this process is provided in Oudeman [IJ.

A medium-sized experimental facility has been built at the University of
Stavanger to investigate the dynamics of bullheading. This was done as part of
a master thesis project [6]. In their study using water and air, they performed
different bullheading experiments to check what flow rates were needed to be
able to push the gas downward. Only Taylor bubbles were studied. However,
when the experimental results were compared with a simulation model based on
the Drift-Flux model approach using a gas slip relation taken from the literature,
large discrepancies were observed. In a later thesis work [9], the discrepancy was
investigated to see if it was caused by numerical errors in the simulation model,
but it turned out that this was not the main cause although some improvements
were suggested. Hence, it was decided to start a third master thesis project to
redo the experiments and make a new comparison to investigate what could be
the main explanation for the differences seen [I0]. This paper will address the
main findings and discuss this recently published literature.
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2 Simulation model

In this section, we will first present the Drift-Flux model. Then a brief intro-
duction to the numerical scheme will be given. The simulation results will be
provided in the section where we present the experimental results. The model
needed calibration to fit the data.

2.1 Drift flux model

The Drift-Flux approach can be used to model the bullheading process [I1]. This
is a one-dimensional model for two-phase flow which is composed of one mass
conservation law for each phase combined with a mixture of momentum equa-
tions. It must be supplied with various closure laws like phase density models,
friction model, and a gas slip relation. The gas slip relation is needed since there
is only one mixture momentum equation and the gas slip relation describes how
the gas moves relative to the liquid.

The Drift Flux model forms a set of nonlinear partial differential equations
which is classified as hyperbolic in nature. This means that the model describes
different waves propagating and these are the sonic waves propagating upstream
and downstream and the contact discontinuity which forms the interface between
the two-phase and one-phase regions [12].

Density models for water and air were adopted. The experiments took place
at room conditions yielding a water density of around 1000 kg/m? and an air
density of approximately 1.2 kg/m3.

The friction model was adopted from Ghauri et al. [II]. It should be noted
that the fluid viscosities were increased artificially to reduce the effect of sonic
waves propagating in the simulation setup. These are typically generated when
starting or stopping pumps. It was shown [J] that sonic waves could lead to
misinterpretation of the value of the simulated gas velocity. But, by increasing
the viscosities, the sonic waves were dampened faster and one omitted oscillating
gas velocities during the bullheading process.

2.2 Gas slip ratio

The gas slip relation is defined by the following formula [I3]:
Vg = Kvmiz + 5 = K(vg + vsg) = K(vioy +vg04) + S (1)

The mixture velocity v, is defined as the sum of the superficial liquid vy
and superficial gas velocity vsy. The superficial phase velocity is defined as the
phase velocity multiplied by the phase volume fraction. Here v represents phase
velocity and « is the phase volume fraction. The subscripts [ and g indicate the
liquid and gas phases.

The S variable is the gas rise velocity and represents how fast gas migrates
upwards in a stagnant liquid. The value of the K parameter will vary depending
on which type of flow pattern is present but also on the type of flow (upward
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co-current, counter-current, or downward flow). Downward flow will correspond
to a successful bullheading operation in which the gas bubble is forced downward
along with the liquid.

Different models exist for S depending on if bubble or slug flow is present.
In this experimental work, slug flow or more specifically Taylor bubbles will be
studied. The distribution parameter K will typically take the value 1.2 for up-
ward co-current flow. However, less research has been performed on quantifying
this value for countercurrent and downward flow. However, Hasan et al. [14]
suggested K = 1.2 for countercurrent flow and 1.12 for downward flow.

The model for S when considering Taylor bubbles is given by the following
formula [14]:

S =035/ (9D(ps ~ py) /1) @

This formula is well-known in the literature. Here g is the gravity acceleration,
D is the inner diameter of a pipe, and p represents phase densities. Using water
and air at room conditions combined with our experimental arrangement with an
inner pipe diameter D = 0.0392 m, gives an S = 0.217 m/s. In the experiment,
this was measured to 0.232 m/s during calibration of the experimental setup
which gave relatively good agreement with theory. It was the experimental value
that was used further in the simulation work.

It is possible to derive an expression for the critical bullheading rate that will
keep a Taylor bubble static in the well while pumping liquid from above. One
needs a rate higher than this to push the gas downward.

The outline of this formula is shown in Abdelgabir [9]. The formula can be
derived from Eq. [I] by setting v, = 0 and multiplying it by the area A of the
pipe. This gives:

—SA
chitical - ‘K (3)

Here, we note that the expression also depends on the parameter K. Later,
it will be shown that neither the value of 1.2 nor 1.12 fits very well with our
experimental observations. Hence, this parameter will be subject to calibration
in the simulation model.

2.3 Numerical Scheme

To solve the Drift-Flux model, an explicit scheme has been used. We have used a
hybrid scheme where the Advection Upstream Splitting Method has been com-
bined with a van Leer scheme (AUSMYV). For more details on this scheme, one
can consult Evje and Fjelde [I5]. The slope limiter concept [16] has been used to
reduce numerical diffusion to better capture the contact discontinuity between
the two-phase and one-phase regions. A vertical pipe is then discretized into
50 cells before using the numerical scheme to simulate that gas first migrates
upward before it is bullheaded downward.
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3 Experimental Results and Model Comparison

The bullheading experiments were performed at the Multiphase Flow Laboratory
at the University of Stavanger (UiS), Norway.

3.1 Experimental Procedure and Results

; =

S

2l

o

=

@

8 Power Supply ‘

=

s ]

oo

[Bg05°0

J

1
Pump flow rate:

0.48 /s at4v

Honeycomb
Flow Stabilizer

TTop

g
8
5 2
m — 1 .
° Distance * Total Plpe_ length: 6.5892 m
238 im e Total vertical length: 7.338 m
o ¢ Total horizontal length: 0.4653 m
a
~'Middle
Two Way Valve =
Two Way Valve
Taylor Bubble
Coupling

Three way valve .

Fig. 1. The experimental setup [10].
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Fig. [1] shows the present experimental setup of the bullheading experiences.
This setup is the same loop as in previous experiments [6/7] but was slightly mod-
ified to ensure proper flow calibration. It consisted of two acrylic pipes mounted
vertically in parallel and connected to each other from the bottom. The loop
is a fully transparent U-shaped tube connected using Georg Fisher connectors,
allowing for visual inspection of the whole system. The test section on the right
side of the U-tube has a circular cross-section with an inner diameter of 39.2
mm and a total length of 3.685 m. At the bottom, the tubes were connected
with a short pipe to direct the liquid to the left part of the pipe, which has an
inner diameter of 80 mm. The flow was driven by a submersible DC voltage bilge
pump (0 - 12 Volt), controlled by a power supply (output voltage/current 1-30
V/30 A), as shown in Fig. [l The Pasco Capstone [8] dual pressure transducer
PS-2181 (sample rate up to 1 kHz, 0.01 kPa resolution at 10 Hz) was used to
measure the differential pressure between two pressure ports separated by 1 m
apart from each other. The sensor measures differential pressure by determin-
ing the difference in pressure between port 1 and port 2. A two-way valve was
mounted and kept closed before the bullheading experiments began. The volume
of the Taylor bubble was controlled by displacing a sufficient amount of liquid
by air from the Taylor bubble coupling, as seen in Fig. [l A honeycomb flow
straightener was inserted inside the top of the pipe to reduce disturbance in the
flow and homogenize the velocity profile during bullheading experiments. This
is very important to ensure an even distribution of the flow during bullheading
experiments.
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Fig. 2. Time series of the differential pressure during bullheading [I0].

Before all experiments, the pump was calibrated against a Mettler Toledo
balance with a fairly linear and repeatable characteristic of flow versus voltage
readings. The dual pressure transducer on the other hand was calibrated using
one-point calibration. To do so, an independent means of measuring barometer
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pressure (from Rosemount, accuracy + 10%) was used together with hydrostatic
pressure changes against water column heights.

Fig. [2] shows the time series of differential pressure during a bullheading
experiment. Here, after opening the valve, the bubble is released and causes a
pressure spike at 2.9s. The bubble passes the first pressure port and the second
port at 5.25s and 8.85s, respectively. Between time intervals [9.75,15.25] the
bubble passes both sensors, moves downward, and finally reaches a relatively
constant pressure, indicating the corresponding critical rate (Q = 0.45 1/s) that
is needed to keep the bubble stable.

In Fig. [3| the difference in the experimental and simulated gas velocities when
K varies is presented. The data were calculated by subtracting the absolute value
of the gas velocities from the experimental data with the gas velocities from the
simulated data. To this end, five experimental runs were carried out and the
results are presented in Table [1] More of this will be discussed in detail in the
next section.

Table 1. Difference between experimental and simulated gas velocity when varying K.

Q [1/s] 0.35 | 0.40 | 0.45 | 0.50 | 0.55

Experimental Gas Velocity [m/s] 0.0542| 0 |-0.0490|-0.0840(-0.1242
Simulated Gas Velocity at K = 1.2 [m/s]|-0.0923(-0.1386|-0.1850|-0.2314|-0.2779
Simulated Gas Velocity at K = 1.0 [m/s]|-0.0576(-0.0989(-0.1403|-0.1817|-0.2232
Simulated Gas Velocity at K = 0.7 [m/s|| 0.0290 | 0.0002 |-0.0287|-0.0576|-0.0867
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Fig. 3. Difference between experimental and simulated gas velocities when varying K
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During the experiments, a significant challenge was encountered when the
bubble shape was asymmetric, as seen in Fig. [d] This situation made it difficult
to push the bubble downward. The symmetry of the bubble broke down when
bullheading because the liquid flow was greater than some critical value.

i g,;r B b |

Fig. 4. Photograph of the Taylor bubble wedging during bullheading experiments [10].

3.2 Model Simulation and Calibration of Gas Distribution
Parameter

The gas rise velocity S was measured to be 0.232 m/s. Using Eq. [3| with K =
1.2 the critical flowrate to keep the bubble stationary when bullheading should
be 0.23 1/s. However, we saw that the critical rate observed experimentally was
0.40 1/s. The difference was quite substantial. It is more difficult to stop the gas
bubble from migrating upwards than the theory predicts. This was also observed
in Alarcon and Hernandez [6].

Hence, we will use Eq. [3] to calibrate the gas distribution parameter K using
the observed critical rate:

K = L (4)
Qcm’ticalemp
The value obtained was K = 0.7 which is substantially different from K = 1.2
or K = 1.12 as reported by Hasan et al. [14].

This calibrated value should at least be valid when the bubble remains sta-
tionary. But to check how this value will fit when the Taylor bubble moves
downward, for instance, use the simulation model and compare the simulated
gas velocity with the gas velocity measured experimentally.
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In the following, it will be shown how the simulation model was used to
produce results for one of the successful bullheading experiments where the gas
bubble was moved downwards.

A 3.685 meter vertical pipe was considered with an inner diameter of 0.0392
m. The S is taken from the experiment while K = 1.2 initially, since we start
with a Taylor bubble moving upwards in a stagnant liquid.

A gas bubble was introduced at the bottom from 0 to 1.25 s. Then the pipe
was closed on top and the gas bubble was allowed to migrate upward. Between
6.25 and 6.5 s, the bullheading rate at the top of the pipe was ramped up linearly.
At the same time, the K parameter is changed to the value found from calibration
(K = 0.7). We will here show the effect of using three quite different bullheading
rates. Simulation will be stopped at 10 seconds and we will show the position of
the gas bubble and the gas and liquid velocity. Negative velocity means that the
gas is moving downwards.

Gas volume fraction at different times
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Fig. 5. Gas volume fraction at two different times during migration.

In Fig. 5} one can observe how the gas bubble migrated upwards from 1.25
to 6.25 seconds when the pipe was closed on top and no circulation took place.
The simulated gas velocity at 6.25 seconds is shown in Fig. [f] It has a value
equal to around 0.23 m/s and this fits well since the S parameter was set to
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Fig. 6. Liquid and gas velocities during migration.

the value that was measured experimentally. Here, one can also observe that
the liquid velocity is negative where the gas bubble is located. The liquid is
flowing down on the outside of the bubble as the gas moves upward. Another
observation is that both the front and the tail of the gas bubble are somewhat
smeared out. This is due to numerical diffusion. The effect of numerical diffusion
was shown to have no impact on the prediction of the critical bullheading rates
in the numerical work performed in Abdelgadir [9]. Fig. [7| shows the situation
after bullheading has been carried out for some seconds. We use three different
flowrates. The black graph shows the gas volume fraction when using the critical
rate observed experimentally. Comparing this to Fig. 5] we observe that the gas
bubble has not moved. Fig. [§]shows that the gas velocity is zero in this case. This
is what to expect since we have calibrated the gas distribution coefficient to be
K=0.7. The red graph in Fig. [7] shows the situation if a bullheading rate below
the critical rate is used. In this case, the gas bubble has moved even further up
and Fig. [§]shows that the gas velocity is positive. The blue graph in Fig. [7]shows
the situation if a bullheading rate above the critical rate is used. In this case, the
gas bubble has been moved downwards and Fig. |8|shows that the gas velocity is
negative. This is an example of a successful bullheading operation where the flow
rate is sufficient to push the gas downwards. Fig. [J] shows the liquid velocities
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Fig. 7. Gas volume fraction at 10 seconds for three different bullheading rates.

for the different flowrates. The liquid velocity is always negative but it becomes
even more negative around the gas bubbles.

As we see from this simulation example, it is possible to show what the phase
velocities will be during the bullheading operation. The simulated gas velocities
for various bullheading rates was then compared with the gas velocities measured
experimentally.

4 Discussion

When analyzing the dynamics of Taylor bubbles, it is common to introduce
dimensionless numbers to evaluate which forces and effects are the most domi-
nating in the experiments or simulations performed. The dynamics of the flow
can be influenced by inertial effects, gravity, buoyancy, viscosity and surface ten-
sion [I7UI8ITI2T]. The Froude number expresses dimensionless velocity and is

defined by:
v
vt = — 5
VgD (5)

The E6tvos number expresses the effect of gravitational forces versus interfacial
forces:

Fo - P f,g)ng (©)
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Fig. 8. Gas velocity at 10 seconds for three different bullheading rates.

Here, o is the surface tension in N/m. A larger pipe diameter will increase Eotvos
number and the effect of interfacial forces will be negligible. With reference to
White and Beardmore [22], it was stated in Martin [I7] that for pipe diameters
less than 2 cm using air-water systems, the E6tvos number would be lower than
70 and the surface tension will start to affect on the gas rise velocity.

The Morton number expresses the ratio between viscous and interfacial forces
and is expressed as:

Mo — (o1 — pg)gu? (7)

pio?

Here, py is the liquid viscosity in Paxs. The range of the Morton number can
be large and a very low number indicates a system not dependent on viscosity.
In Lizarraga-Garcia et al. [19], it was reported that different oils ranging from
very light oil to heavy oil were reported to give Mo € [5 x 107105 x 103].

It is also common to use the inverse viscosity number Ny [20] defined as:

0.25
Ny = V(oL = pg)prgD? <E03>

] Mo

(8)

The inverse viscosity number will be large for a non-viscous system and vice
versa.
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Fig. 9. Liquid velocity at 10 seconds for three different bullheading rates.

The variables in our experimental system using water and air are: D = 0.0392
m, p; = 1000kg/m?>, p; = 1.2kg/m?, w = 0.001Pa x s, and it is assumed that the
surface tension is: ¢ = 0.072 N/m. This gives us dimensionless numbers: Eo =
209, Mo = 2.63 x10~ ! and Ny = 24294. As discussed in Martin [17], for Eo > 70
and Ny > 550, the flow is dominated by inertia and gravity. The effect of surface
tension and viscosity is negligible. This can also be seen in the map provided in
Lizarraga-Garcia et al. [19] with reference to White and Beardmore [22].

Historically, there has been extensive experimental research on Taylor bub-
bles in water-air systems. Some important references in this context are Griffith
and Wallis [23], Nicklin [24], and Martin [17].

Nicklin [24] proposed a relation for the velocity of the tip of the Taylor bubble
given by:

vrp = C()Ul + 01@ (9)

Here, v; is the average liquid velocity. He performed experiments with water and
air in a pipe with a diameter of 0.0259 m and for an upward flow of liquid, Cy was
determined to be 1.2. The dimensionless gas rise velocity C; was 0.35 which had
been discovered earlier. However, for downward liquid flow, he experienced large
variations in the Cjy parameter and it was even reduced below 1. Hence, when
Oudeman et al. [I] later in 1994 developed a simulation model for bullheading
in gas production wells, they adopted Cy = 0.9 with reference to Nicklin [24]. Tt
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should be noted that the parameters Cy and C; are the same as K and S in the
gas slip relation presented earlier in this paper.

The reason for the large variation of Cy for a downward liquid flow rate was
that the Taylor bubble lost its axis symmetry and became unstable. The tip of
the bubble was no longer in the center of the pipe but was leaning against the
pipe wall. In this situation, the bubble moved faster upwards compared to the
symmetric situation leading to a reduction in Cj. This instability was observed
by Griffith and Wallis [23], Nicklin [24], and Martin [I7]. In Martin [I7], air-water
systems for 3 different pipe diameters were experimentally studied (D = 0.026
m, 0.1016 m and 0.14 m). It was seen that the Taylor bubbles became more
eccentric when downward liquid rate was increased but also when the diameter
increased. They reported that Cy became 0.93, 0.9 and 0.86 for the diameters 0.
026 m, 0.1016 m and 0.14 m respectively. They also reported that C increased
above 0.35.

In our experiment, we calibrated K (i.e. C1) to be 0.75. This may seem low
compared to the values observed in Martin [I7] but here one should keep in
mind that we kept S unchanged. The dimensionless gas rise velocity was kept
as for the symmetric Taylor bubble case C; = 0.35. Hence, a further decrease in
the distribution parameter K is needed to account for that the gas will tend to
move faster upwards than for the symmetric Taylor bubble case. Here one can
also note that we only calibrated K for the situation where the Taylor bubble
became stagnant. As we see from the comparison with the experiments, the error
between simulated gas velocity and experimental gas velocities becomes larger
than zero when the downward rate is increased above the critical rate. This
indicates that the K value changes from the situation where the Taylor bubble is
stagnant in the pipe to the situation where the Taylor bubble moves downwards.

Much later, one started to investigate under which conditions the Taylor
bubble could become asymmetric. In Lu and Prosperetti [25], a mathematical
stability analysis was performed where the effects of surface tension and viscosity
were neglected. They derived a criterion for when the Taylor bubble would lose
its symmetry. In our notation, this should occur if the downward bullheading
rate exceeds Q7 = 0.1354/gD. In our case, this would give Q; = 0.10l/s. We
observed the phenomena for a larger rate than this so the criteria fits in our case
in the sense that the instability should have occurred.

Later in Figueroa-Espinoza and Fabre [18] and [26] , the transition from sym-
metric to asymmetric shape of the Taylor bubble was studied further using both
simulations and experiments. In the experiments [I8], they considered vertical
pipes with diameters 0.02, 0.04, and 0.08 meters. The fluids considered were
water and water-glycerol mixtures. In their work, the effect of surface tension
was considered when a transition criterion was developed. In our notation, the
transition will occur if the bullheading rate Q satisfies the inequality (Q positive):

4Q 30

== 40.06) £ 0. 1
A@>(Eo+006) 0.07 (10)

Hence, if the bullheading rate exceeds Q2 = [0.025,0.051]1/s, Taylor bubbles
can lose the symmetry. For the rates used in our experiment, this condition was
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fulfilled for all rates considered. However, in future works it would be interesting
to study a wider range of flowrates to check the transition criteria in more detail
and for which situations the transition occurs. We would also like to mention
that there has been a very recent experimental study reported in Kren et al. [27].
They also presented a detailed literature review.

In more recent years, one has seen a shifted focus to study more viscous sys-
tems and more extended use of Computational Fluid Dynamics (CFD) to study
Taylor bubble movement in vertical and inclined flow. Here different sets of sim-
ulations are performed based on specific ranges for the dimensionless numbers
discussed above. In Lizarraga-Garcia et al. [19], they investigated seven combi-
nations with Eo € [10,700] and Mo € [1 x 10755 x 103]. This was motivated
from typical oil properties. They studied both upward and downward flow of
liquid for both vertical and inclined configurations. In a few cases, the Taylor
bubble also moved downwards. From the CFD simulations, they predicted the
Cy parameters. They also tested the criteria for transition from symmetric to
non-symmetric Taylor bubbles discussed above. They indicated that viscosity
may also play a role in this transition.

In Liu et al.[2I], Taylor bubbles in vertical and inclined annular geometries
were studied and CFD simulations were performed for Eo € [40,300], Ny €
[40, 320] using various bullheading rates. The inverse viscosity numbers were
chosen to reflect more viscous flow systems. In the CFD simulations, they also
observed that bubble tip would move towards the outer wall as the counter
current flow increased.

Based on the generated data for the vertical case they proposed a correlation
for the dimensionless gas rise velocity C expressed as function of the dimension-
less numbers. They also proposed a correlation for Cy. This tended to increase
and stabilize at values above 1 for increasing Eo and Ny numbers. From our
perspective, it does not seem to fit for our experimental results. But this might
not be expected since different geometries are considered. However, the authors
point out that there are limited published results regarding correlations for Cj
in vertical counter-current flow.

5 Conclusion

Predicting what flow rates are needed to push gas bubbles downward in wells is
important both for well control purposes and for killing producing wells. How-
ever, at the current stage, the gas slip models are not properly developed to
account for the abrupt shift in the distribution parameter when a Taylor bubble
changes from a symmetric position to the situation where the Taylor bubble
tip lends towards the outer pipe wall. This leads to an underestimation of the
required bullheading rate if one adopts gas slip parameter values typically used
for upward two-phase flow.

In our work, we observed that the distribution parameter K reduced from the
recommended value of 1.12 to 0.7. This reduction turned out to be in accordance
with experimental observations reported earlier in the literature. The effect is
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that the gas moves faster upwards than expected. Also, more recent CFD studies
indicate that Taylor bubbles can become non-symmetric if the downward flow
of liquid is sufficiently large.

There has been developed two criteria for when the transition for symmetric
to non-symmetric Taylor bubbles will take place. This seemed to be fulfilled in
our experimental case, but it was not studied in detail and a wider range of
flowrates should have been considered to check the transition criteria more in
detail.

In our work, we used a transient flow model in combination with the exper-
iments to validate the calibrated distribution parameter. We found it useful to
combine this for demonstration purposes but also for gaining more insight into
the flow dynamics.

There is a need for developing better models for how the distribution param-
eter will change in certain counter-current flow situations. Here, one should also
consider that both more viscous Newtonian and non-Newtonian fluids systems
are relevant. One must also consider both pipe and annular geometries covering
both vertical and inclined cases since these represent the well geometries that
one will experience in the field.
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