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Abstract. Although spatial domain dehazing methods demonstrate ef-
fectiveness in removing dense haze, their limited capacity for holistic
image restoration prompts exploration of frequency domain approaches.
This paper presents a Discrete Wavelet Transform-guided Network (DGN)
to address structure-aware dehazing in sewer images. The method en-
hances structure awareness through two key mechanisms: (1) a wavelet
attention module that autonomously assigns weights to decomposed fre-
quency components, with an emphasis on amplifying high-frequency fea-
tures related to pipeline structures; (2) a contrastive regularization frame-
work in the frequency domain designed to better preserve critical tex-
ture details during reconstruction. Experimental results demonstrate su-
perior performance with 117 in mean square error (MSE), 28.27dB in
peak signal-to-noise ratio (PSNR), and 0.9191 in structural similarity
index measure (SSIM), achieved with 38.14MB parameters. Compara-
tive studies highlight the complementary strengths of frequency- and
spatial-domain approaches. the proposed DGN model demonstrates su-
perior overall image restoration performance in full-image quality met-
rics, significantly improving hazy image scores in downstream tasks such
as semantic segmentation, target localization, and classification. The pro-
posed frequency- and spatial-domain fusion method provides an effective
alternative solution for comprehensive sewer image restoration, particu-
larly under complex haze distributions.
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1 Introduction

Hazy images significantly impair the performance of visual tasks across various
real-world applications, most notably in sewer pipeline inspection, where image
clarity is critical for accurate defect detection and structural assessment. Con-
sequently, developing effective haze removal algorithms tailored to pipeline in-
spection is of paramount importance. The Atmospheric Scattering Model (ASM)
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Fig. 1: Comparison between hazy area and haze-free area in sewer pipes of the
same street. (a) Image of clear sewer in Dongsan St. (b) Image of hazy sewer in
Dongsan St. (c) Image of clear sewer in Dongsi St. (d) Image of hazy sewer in
Dongsi St.

offers a foundational framework for understanding haze-induced image degrada-
tion. It models hazy image formation as a combination of scene radiance and
airlight, modulated by a transmission function that is strongly affected by par-
ticle scattering. Traditional image dehazing methods seek to recover the original
scene radiance by estimating both the transmission map and atmospheric light.

Sewer pipelines are a vital component of urban infrastructure, responsible for
the transport and management of wastewater. Regular inspections are necessary
to maintain their structural integrity and operational efficiency. With the ad-
vancement of artificial intelligence (AI), automated pipeline inspection systems
have been developed to enhance defect detection while reducing human labor
reliance. However, the performance of Al models heavily rely on clean, high-
quality images. Capturing such images in sewer environments presents several
challenges: (1) high humidity and condensation within pipelines lead to substan-
tial haze accumulation; (2) low-light conditions hinder effective image acquisi-
tion; and (3) reflections from water and airborne particulates further degrade
image quality. As illustrated in Figure 1, sewer pipelines are typically humid
environments where haze is prevalent. The presence of dense haze significantly
impairs the ability to detect defects, such as leakage, as shown in Figure 1(b).
In extreme cases, moisture may condense on the camera lens, further compro-
mising image quality. Given these challenges, image dehazing has emerged as a
critical preprocessing step to enhance image clarity and support the effectiveness
of downstream Al-based inspection tasks.
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Image dehazing has been extensively studied and can be broadly categorized
into three approaches: (1) image enhancement-based methods, which improve
contrast and visibility without explicitly modeling the haze formation process;
(2) prior-based methods, which leverage physical priors such as the dark channel
prior (DCP) or color attenuation prior (CAP) to estimate transmission maps and
recover clear images; and (3) deep learning-based methods, which employ neural
networks to learn complex haze removal mappings from large datasets.

To enhance dehazing performance, frequency-domain processing has been
increasingly explored alongside traditional spatial-domain techniques. The Dis-
crete Wavelet Transform (DWT) serves as a powerful tool in frequency-domain
analysis, enabling the decomposition of images into multiple frequency com-
ponents. Unlike conventional spatial-domain methods, DWT-based approaches
facilitate the separation of low-frequency components—which capture the global
structure of the image—from high-frequency components, which preserve edges
and fine details such as sewer pipeline boundaries. This targeted decomposition
makes DWT particularly well-suited for improving image dehazing in complex
and visually challenging environments.

In our previous work [33], SANL-Net added attention to the two water bound-
ary lines through multitask learning, achieving the goal of guiding the image
dehazing process using structural information. As a spatial-domain dehazing al-
gorithm, SANL-Net demonstrated the importance of structural cues; however,
recent research has shifted toward leveraging multiscale frequency-domain infor-
mation. In particular, high-frequency components are being used to enhance the
network’s focus on critical features such as water boundary lines. This motivated
the development of a Frequency—Spatial Dual-Domain algorithm. In this study, a
novel frequency-domain dehazing method based on the Discrete Wavelet Trans-
form (DWT) is proposed for sewer pipeline inspection. The key contributions
include: (1) the introduction of a wavelet attention mechanism to effectively de-
compose high-frequency signals and enhance edge and structural features, partic-
ularly water boundary lines; (2) the design of a multiscale dehazing network that
balances spatial- and frequency-domain information to improve haze removal
performance; and (3) the incorporation of frequency-domain contrastive regu-
larization to align feature representations of hazy and dehazed images, thereby
improving generalization. By leveraging frequency-domain characteristics to bet-
ter preserve structural details, the proposed approach demonstrates superior per-
formance compared to conventional methods, particularly in challenging sewer
inspection scenarios.

2 Related Work

2.1 Image-dehazing networks

In the early stages, image-dehazing networks were developed based on ASM.
Deep learning models were utilized to estimate parameters within ASM and
then clean images could be obtained by computing ASM. DehazeNet [2], for
example, estimated the transmission map t(x), and global atmospheric light A
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was estimated empirically as a constant value. Consequently, the clean image
was derived by solving the ASM equation. Li et al. [21] used a single parameter
k(x) to represent t(x) and A both.

J(z) = K(x)I(z) — K(z) +b (1)
ﬁ I(x)—A)+(A-b
o BN D o

Thus, the proposed network was designed to predict k(x). Zhang and Patel
[37] proposed to learn the transmission map t(x), the atmospheric light A, and
the image-dehazing simultaneously. However, these approaches involve multiple
steps, making them computationally tedious, and also may yield sub-optimal
restoration performance due to inaccurate parameters.

Increasing attention is being directed toward end-to-end image dehazing net-
works, which employ deep learning models to directly estimate restored im-
ages without relying on explicit physical models. Researchers have explored var-
ious architectural innovations, including gated sub-network [3], dense feature
fusion [7], Generative Adversarial Networks (GANs) [I], 28] and knowledge dis-
tillation techniques [16].Despite these advancements, the majority of existing
methods primarily focus on enhancing network architectures, often overlooking
the underlying image degradation process described by the Atmospheric Scat-
tering Model (ASM).

Hu et al. [I§] proposed a multitask learning model for joint image dehazing
and depth estimation, based on the understanding that image degradation is
directly influenced by scene depth. This approach requires both clean images
and the corresponding depth maps as training labels. However, acquiring accu-
rate depth information is often infeasible in sewer environments due to sensor
limitations. To address this challenge, Xia et al. [33] leveraged the cylindrical
geometry of sewer pipelines, suggesting that depth information can be inferred
from the water borderlines formed between the inner wall of the pipeline and
the residual water. Accordingly, a multitask framework was proposed to simul-
taneously learn image dehazing and borderline prediction. Experimental results
demonstrated a strong correlation between dehazing quality and the accuracy
of borderline prediction. Nonetheless, a key limitation remains—how to incor-
porate depth-related information for dehazing in a more generalizable manner
without the need to introduce an additional prediction task.

2.2 Image restoration based on frequency domain

Image restoration networks can benefit significantly from frequency-domain in-
formation, which offers richer structural and textural cues compared to spatial-
domain data alone. The Discrete Wavelet Transform (DWT), in particular, has
been widely adopted to enhance reconstruction performance through various
strategies. Guo et al. [9] applied DWT and its inverse (IDWT) before and
after the network, respectively, allowing the entire forward propagation to oper-
ate within the frequency domain. Other studies have integrated multiple DWT
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and IDWT operations throughout the network architecture to effectively fuse
spatial- and frequency-domain features. For instance, Liu et al. [22] employed
DWT in the encoder to extract structural information and used IDWT in the
decoder to restore image details. Yang et al. [35] advanced this approach by
decomposing frequency components and processing high- and low-frequency ele-
ments separately. Additionally, [30] developed a wavelet-based spatial attention
module, which was embedded into the repeated blocks of the network to further
exploit frequency-domain cues. To fully leverage frequency-domain information
in image restoration, it is essential to strike a balance between spatial- and
frequency-domain representations, as well as between high- and low-frequency
components.

2.3 Dehazing objective function

Most dehazing networks are trained using clean images as the sole supervisory
signal without additional regularization [2, 2], 27, [§]. These methods rely on
direct reconstruction loss between hazy and clean images, which often leads to
suboptimal restoration, such as the loss of fine details or color distortion. To
better exploit the information contained in clean images, several studies have
introduced regularization strategies. Zhang and Patel [37], for instance, incor-
porated the transmission map t(x) of clean images as a regularized objective
to provide depth-related guidance. Hong et al. [16] employed a teacher-student
framework, where the teacher network extracted intermediate feature represen-
tations of clean images to guide the training of the student network.

While these approaches enhance the use of clean images as an upper bound
for dehazing performance, limited attention has been given to incorporating
hazy images as a lower bound. Wu et al. [32] addressed this gap by introducing
contrastive learning to integrate both upper and lower bounds. However, their
method relied on VGG-19 [29], to extract features solely from the spatial domain,
neglecting frequency-domain characteristics that may also play a critical role in
image restoration.

3 Methodology

3.1 Overview

As previously discussed, the Discrete Wavelet Transform (DWT) is employed
to decompose images in the frequency domain, facilitating the extraction of
fine-grained edge details that are essential for effective image dehazing. Unlike
the traditional Fourier Transform, which captures only global frequency charac-
teristics, DWT enables both frequency decomposition and spatial localization.
This multi-resolution property makes DWT particularly suitable for tasks that
require structural feature extraction, such as image dehazing. Among various
wavelet families, the Haar wavelet is selected for its computational efficiency
and effectiveness in capturing edge-like structures. Haar wavelets decompose an
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Fig. 2: Four components in frequency domain.
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Fig. 3: The overall architecture of DGN.
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input image X by computing the sum and difference of adjacent pixel values,
resulting in four frequency components:

Xor, Xow, Xor, Xag = DWT(X), (3)

including LL, the low-frequency component, which represents the approxima-
tion coefficients of the original image; and LH, HL, and HH, the high-frequency
components, which correspond to vertical, horizontal, and diagonal details re-
spectively, as illustrated in Figure 2] The high-frequency components play a
crucial role in capturing structural information, particularly highlighting the
two water borderlines in sewer pipeline images. Since these water borderlines
provide essential depth cues for image dehazing [33], this study introduces the
DWT-Guided Network (DGN), designed to leverage high-frequency components
to enhance structure-aware dehazing, as shown in Figure

The proposed DGN architecture integrates frequency-domain information
through two key components: DWT-Guided Residual Blocks (DGRBs) in the
forward propagation and DWT-Guided Contrastive Regularization (DGCR) in
the backpropagation. In the forward pass, the network architecture comprises
two initial convolutional layers, followed by eleven DGRBs, and concludes with
two additional convolutional layers. The initial and final convolutional layers
serve as downsampling and upsampling modules, respectively, thereby reduc-
ing computational complexity and memory usage. The DGRBs are designed
to enhance structural feature extraction by explicitly isolating high-frequency
components from the input images, thereby improving the network’s capacity to
restore fine details that are often obscured or lost due to haze.

In the backpropagation process, DGCR introduces frequency-domain con-
trastive constraints to refine the dehazing performance. Given a restored image
as the anchor, a clean image as the positive sample, and a hazy image as the
negative sample, DGCR first transforms all three images into the frequency do-
main. It then optimizes the network by minimizing the feature distance between
the anchor and the positive sample while maximizing the distance between the
anchor and the negative sample. This ensures that the dehazed output is struc-
turally and texturally aligned with a clean image while diverging from the hazy
input.

Overall, DGRBs enhance attention to high-frequency components during
forward propagation, thereby preserving fine structural details. Simultaneously,
DGCR introduces contrastive regularization in the frequency domain, effectively
guiding the network toward a more optimal and structurally consistent dehazing
solution.

3.2 DWT-guided residual block

Figure [] illustrates the technical details of DGRB. The primary objective of
DGRB is to extract high-frequency components that convey structural informa-
tion critical for image dehazing, while simultaneously preserving spatial-domain
features. To achieve this, the DGRB adopts a dual-branch design: The upper part
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is to extract high-frequency information; the lower part is to reserve spatial-
domain information. At first, in order to extract high-frequency components
from the frequency domain, DGRB uses DWT to decompose the input feature
f into four components in the frequency domain, frr, fru, frr and fgg, then
abandons the low-frequency component and only processes the high-frequency
components to enhance fine details:

fu = Upsample(Concate(fru, fur, fum))- (4)

Haar wavelet is used in above DWT, and frequency components have the half size
of the input image. Therefore, the upsample operation is carried out on the high
frequency features obtained by concating. For the upsampled high-frequency
feature fg, For the upsampled high-frequency feature, we employ the Convolu-
tional Block Attention Module[3T], which sequentially applies the Channel At-
tention module followed by the Spatial Attention module. The Channel Atten-
tion module adaptively recalibrates feature responses by modeling inter-channel
dependencies, allowing the network to focus on more informative channels while
suppressing less relevant ones. The Spatial Attention module, on the other hand,
enhances the feature representation by selectively emphasizing important spa-
tial regions. By combining these two attention mechanisms, Convolutional Block
Attention Module enables more effective feature refinement, improving the net-
work’s ability to capture fine-grained details in high-frequency components and
enhancing the robustness of the dehazing process. The new output is multiplied
with the original fy. Finally, 3 x 3 convolutional layer reduces the number of
channels, generating the refined frequency-domain feature f;.

In the lower branch, to preserve spatial-domain information, the input feature
f is processed through two 3 x 3 convolution layers, followed by a Efficient Multi-
Scale Attention Module (EMA) [25] module. The Channel Attention (CA)[I7]
module enhances long-range spatial dependencies, ensuring that the restored
image maintains structural consistency. EMA is similar to CA, but it divides
the channels into groups for computation and utilizes both 1 x 1 and 3 x 3
convolutions to capture local and contextual information at different scales. By
grouping channels, EMA reduces computational overhead while maintaining the
effectiveness of attention mechanisms. The combination of 1 x 1 convolutions,
which model cross-channel dependencies, and 3 x 3 convolutions, which cap-
ture spatial correlations, allows EMA to balance efficiency and expressiveness.
This design enhances feature representation by selectively emphasizing impor-
tant channels and spatial structures, making it particularly effective for tasks
requiring fine-grained feature extraction. The output of this branch is denoted
as fs. The Gated Fusion Units are utilized to fuse the outputs from the frequency-
and the spatial-domain. Two learnable matricesWi, W5 are obtained using the
following formula, with « representing the weight of the learned frequency do-
main. « is generated using a sigmoid function to ensure that its value remains
between 0 and 1. Meanwhile, 1-« represents the spatial domain weight. These
two weights are used to adjust the feature outputs of their respective modules,
where the weights indicate their contribution to the final output. Each residual
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block has its own corresponding «, making the fusion process more flexible.

a = sigmoid(Wh fr + Wafs) (5)
fr=a-f; (6)
fo=(1-a) fs (7)

The final output of DGRB includes frequency domain information fj’c, spatial
domain informationf! and the feature map of the initial input:

fo=F+fr+ [l (8)

This fusion strategy allows the network to recover image content while leveraging
frequency-domain information to improve detail restoration. The inclusion of the
initial input is inspired by the concept of residual learning [I3], which mitigates
the problem of vanishing gradients and facilitates the training of deep networks.
By preserving the initial information, residual connections enable more effective
feature propagation and improve the network’s ability to capture fine details.
Moreover, they allow the model to focus on learning the differences introduced

by the transformation, leading to a more stable convergence and a better gen-
eralization.

High-Frequency Components Extractor
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Fig.4: The overall architecture of DGRB.

DGN counsists of 11 DGRB blocks, each utilizing different dilation rates to
extract multiscale features. The features captured at different layers are visual-
ized in the figure [5] where brighter regions indicate areas of higher attention.
It can be observed that the initial layers use low dilation rates to capture local
details, while the middle layers adopt moderate dilation rates to extract large-
scale structural information. In the final layers, low dilation rates are used again
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to integrate all information. This multiscale strategy effectively preserves local
details while capturing global features. The outputs of figure [5] are shown in [6}

3.3 DWT-guided contrasitve regularization

To enhance the network’s convergence in the frequency domain, the DWT-
Guided Contrastive Regularization (DGCR) module employs contrastive learn-
ing techniques [10, 24 [I5] 14}, 6]. The objective of DGCR is to minimize the
feature distance between dehazed and haze-free images in the frequency domain
while maximizing the distance between dehazed and hazy images, thereby im-
proving dehazing effectiveness. DGCR involves two primary steps: constructing
positive and negative feature pairs and identifying the latent feature space in
which these pairs are compared. Three inputs are utilized: the output image of
the network (referred to as the "anchor”), the corresponding clear image (the
" positive” ), and the hazy input image (the "negative”). Positive feature pairs are
formed between the anchor and the positive sample, whereas negative pairs are
constructed between the anchor and the negative sample. The Discrete Wavelet
Transform (DWT) serves as the feature mapping function G, projecting all in-
puts into the frequency domain for subsequent contrastive comparisons. The
objective function of the contrast regularization is formulated as follows:

_ ZIG)-GW)] (9)

YIGIH-GW)I’
where G represents the function that converts the feature into the potential
contrast space (i.e. DWT), I represents the image recovered by the network (i.e.
anchor value), and T and J are the corresponding image without haze (i.e. positive
value) and image with hazy (i.e. negative value). It can be seen that DGCR
converts the feature space into the frequency domain, and not only reduces the
difference between the restored image and the haze-free image in the frequency
domain through forward regularization, but also uses the corresponding image
with haze as a negative value to constrain the solution space in the frequency
domain.

Lpccr

3.4 Loss functions

The loss function of DGN comprises two key components, namely DGCR, and
the reconstruction loss between the dehazed result and ground truth, therefore
the complete formulation is expressed as:

L=Y|I—1I|+ Lpccr, (10)

where I and I are respectively the output and input of the network. Frequency
domain algorithm not only uses DGRB to add common attention to spatial do-
main information and frequency domain information in the process of forward
propagation, but also realizes the feature alignment of spatial domain and fre-
quency domain in network training. Therefore, the algorithm greatly improves
the convergence effect and enhances the quality of the haze removal image.
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Fig. 5: Features extracted by different DGRB modules in DGN.
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(a) output of Fig[5(a) process (b) output of Fig[5(b) process

Fig. 6: outputs of figure a) and (b)

4 Experiment

4.1 Training strategies

The DGN network was implemented using the PyTorch framework and trained
on a GeForce RTX 4090D GPU. The Adam optimizer was employed for training,
with a momentum parameter of 0.9 and an initial learning rate set to be-4.
A polynomial (poly) learning rate decay strategy was adopted to adjust the
learning rate throughout training. The network achieved optimal convergence at
an iteration step size of 40,000.

4.2 Results

To evaluate image restoration quality, three widely adopted metrics are em-
ployed: Mean Squared Error (MSE), Peak Signal-to-Noise Ratio (PSNR), and
Structural Similarity Index Measure (SSIM). These metrics provide complemen-
tary assessments of pixel-wise accuracy, perceptual fidelity, and structural preser-
vation. The respective formulations of these metrics are as follows:

For imagel (z,y) and I(z,y):

1 7 2
MSE = VN Z Z [I(n,m) — I(n,m)] (11)

_ peakval®
PSNR = ].OlOglO MSE s (12)
where peakval represents the maximum pixel intensity value in the image.
SSIM(x,y) = I(w,y)*c(x,y)" s(z,y)7, (13)

where 1 stands for luminance, ¢ stands for contrast and s stands for structure,
a, B, are constants.
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A lower MSE value, and higher PSNR and SSIM scores, indicates smaller dif-
ferences between the two images and better restoration quality. MSE and PSNR
essentially measure pixel-wise differences across the images, whereas SSIM eval-
uates their similarity in terms of luminance, contrast, and structure, providing
a more comprehensive reflection of image characteristics.

Table presents a quantitative comparison of DGN on the test set. DCP [12],
AOD-Net [21], GCANet [3], MSBDN-DFF [§], MPRNet [23], DGNL-Net [19],
DCMP-Net [38] and SANL-Net [33] were used for comparison. As shown, DGN
outperforms SANL-Net across all image quality metrics, including MSE, PSNR,
and SSIM. In terms of parameter count, DGN contains more parameters than
SANL-Net; however, it outperforms the parameter-intensive DCMP-Net in MSE
and PSNR, while achieving comparable SSIM with significantly fewer parame-
ters. This highlights the superior image restoration capabilities of DGN. Fur-
thermore, during inference, DCMP-Net requires an average of 0.07290 seconds
per image, whereas DGN only takes 0.02367 seconds—approximately 32.47% of
the former—demonstrating its computational efficiency.

Table 1: Comparison of DGN and SOTA algorithms. Bold numbers represent
first or second place.

Algorithms MSE PSNR SSIM Parameters
DCP(TPAMI'10) 3660 12.96 0.6843
AOD-Net(ICCV’17) 2012 15.65 0.7458 0.01M
GCANet(WACV’19) 2696 14.53 0.7496 2.68M
MSBDN-DFF(CVPR’20) 172 27.10 0.9216 140.55M
MPRNet(CVPR’21) 655 20.72 0.8674 23.26M
DGNL-Net(TIP’21) 156 26.95 0.8921 15.40M
DCMP-Net(CVPR24) 143 28.13 0.9318 199.65M
SANL-Net 147 27.28 0.8963 15.47TM
DGN 117 28.27 0.9191 38.14M

Figure [7] shows the visualized results of DGN on the test set. It can be
seen that the image recovered by DGN is more visually similar to the image
without haze, both in structure and tone, such as the third and fourth lines.
Figures [§ and [g] present the dehazing effect of DGN on the Pipe dataset and
wild data, respectively, which were not used during training. It can be seen that
the effect is still good and that the obstacles and details in the haze are clearer,
demonstrating the good generalization performance of the DGN.

4.3 Ablation studies

This section presents ablation experiments conducted on the key components of
DGN, specifically DGRBs and DGCR. In the DGRB ablation, the computation
of frequency-domain features f; was omitted, retaining only the spatial-domain
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a) input
(a) inp

Fig. 7: Results of DGN.

branch that calculates f,. The results, summarized in Table (where w/o denotes
the removal of a specific component), indicate that both DGRB and DGCR
contribute significantly to performance enhancement. Quantitative comparisons
reveal that DGRB notably improves the SSIM value, while DGCR yields the
most pronounced improvement in PSNR.

Table 2: Abalation studies

Algorithms MSE PSNR SSIM
DGN w/o DGRB + DGCR 174 26.51 0.8934
DGN w/o DGCR 176 26.54 0.8960

DGN 146 27.43 0.9154
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(a) input (b) output (c) groundtruth

Fig. 8: Results of DGN on Pipe dataset.

4.4 Frequency components in deep learning

In DGRB, the image is decomposed into four subcomponents LL, LH, HL and
HH using DWT. The LL component functions as a low-resolution approximation
of the image, capturing its low-frequency content, while the LH, HL, and HH
components represent high-frequency information along the horizontal, vertical,
and diagonal directions, respectively. These high-frequency subbands are essen-
tial for capturing edge structures, which are particularly critical in image dehaz-
ing tasks. DWT effectively addresses challenges commonly encountered in sewer
pipeline imagery, such as large textureless regions and indistinct structural fea-
tures. However, a key challenge lies in balancing spatial-domain and frequency-
domain information and effectively integrating different frequency bands into
the neural network architecture. To investigate this, three experimental config-
urations, A, B and C, were designed, as illustrated in Figure [10]

The input and output of these three experiments were paired images with
and without haze. The overall architecture of the experiments follows a similar
structure to that of the DGN, with modifications only made to the internal
structure of the residual block. For all three experiments, only the first term of
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Fig.9: Results of DGN on wild data.
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Fig. 10: Residual blocks in A, B, C.

formula (7) is used as the loss function to complete the optimization of network
weight.

In experiment A, the image is converted to the frequency domain and then the
convolution calculation is carried out, and then the coordinate attention module
is used to strengthen the useful features. Finally, the feature layer obtained is
restored to the spatial domain by IDWT. Compared with experiment A, exper-
iment B applies the Coordinate Attention module in the spatial domain rather
than in the frequency domain. Experiment C operates only on the low-frequency
components in the frequency domain. These low-frequency components, along
with the three untreated high-frequency components, are processed by IDWT to
obtain the final output.

The quantitative results of these three experiments are presented in Table
Comparing Experiment A with Experiment B, it is evident that Experiment
A only applies convolution operations to the features in the frequency domain,
neglecting the valuable features in the spatial domain, which leads to poor perfor-
mance. In contrast, Experiment B not only introduces attention mechanisms to
the frequency-domain features but also retains the spatial-domain information,
resulting in a significant improvement over Experiment A. When comparing Ex-
periment A and Experiment C, it is observed that although the high-frequency
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components contain essential edges and structural details, directly processing
them alongside the low-frequency components in Experiment A yields worse re-
sults than processing only the low-frequency components, as in Experiment C. In
summary, Experiment A shows the poorest dehazing performance, while Exper-
iment B, which retains spatial-domain information and incorporates frequency-
domain attention, demonstrates substantial improvements. Experiment C, which
operates solely on the low-frequency components, also outperforms Experiment
A. Thus, this experiment highlights the rationality and necessity of the DGRB
module.

Table 3: The quantitative results of A, B and C experiments

Algorithm MSE PSNR SSIM
A 260 24.59 0.8737
B 158 26.94 0.8942
C 146 26.10 0.8901

Based on the above findings, the final output of DGRB is composed of orig-
inal feature f, frequency domain feature f; and spatial domain feature f,. This
method has two advantages: (1) Convolution operation is carried out simulta-
neously in the frequency domain and the spatial domain, which preserves the
structure and color characteristics of the two domains; (2) To ensure that differ-
ent components, namely high frequency component and low frequency compo-
nent are processed differently (low frequency component is the thumbnail most
similar to the original image, and the original image has been processed in the
calculation of f,, so the calculation of f; directly abandoned the low frequency
component, so as to save computing space).

5 Defect detection improvements

Following the experimental settings in SANL-Net [33], this experiment evaluates
the enhancement effects of DGN on three semantic tasks. The improvement
brought by the proposed algorithm is assessed using three quantitative metrics:
hazy value (HV), dehazed value (DV) and nondehazed value (UV). For the
semantic segmentation and object localization tasks, the Pipe dataset [26] is
used, while the Sewer-ML dataset [I1] is employed for the image classification
task. The performance of DGN is compared with that of SANL-Net to illustrate
its effectiveness in enhancing semantic-level understanding.

5.1 Semantic segmentation

Table [4] shows that the results of the semantic segmentation experiments demon-
strate a significant improvement in segmentation performance after applying the
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DGN dehazing method. Due to the resolution differences between the defect
dataset and the S2B dataset, two inference strategies are adopted to ensure the
reliability of the results. The "w/o” strategy denotes direct inference on the
original image resolution, while the ”w/” strategy involves resizing the image to
480x272 to match the resolution of the S2B dataset prior to inference. These
two strategies are also applied consistently in the subsequent object localization
experiments.

The comparison between HV, DV, and UV reveals that the dehazed images
consistently outperform the hazy images across all models (PipeUNet [26], FCN
[36], and DeepLabv3+ [5]), achieving mIoU values closer to the clean images. For
instance, the mIoU of the PipeUNet model for JO class improved from 47.83% in
hazy images to 58.54% in dehazed images, approaching the clean image value of
62.25%. This trend is observed across other classes as well, suggesting that DGN
effectively restores image details that are essential for precise segmentation.

Compared with SANL-Net (SANL-Net results can be referred to in our previ-
ous work due to space limitations), DGN achieves better performance in terms of
MSE, PSNR, and SSIM values. As a result, it also provides greater improvements
for semantic segmentation models, which can be observed from the semantic seg-
mentation results. But in real pipeline image segmentation, SANL-Net has some
advantages over DGN. Figure [[T]illustrates the results of the defect JO detection
in real images. After DGN restores the image, the semantic segmentation model
can identify a larger defect area. However, compared to using SANL-Net, the
detection accuracy decreases, and the probability of misclassification increases.
For example, DGN causes FCN and DeepLabv3+ to incorrectly identify certain
pixels. This is because DGN performs less effectively in processing the central
region, whereas the defect JO in this image is precisely located in the center.

From the perspective of segmentation methods, DGN exhibits strong general-
ization and robustness, achieving notable improvements across different models.
Regarding inference strategies, both the "w/o” (original resolution) and ”"w/”
(resized to 480x272) strategies perform well on dehazed images. However, ab-
solute scores for FCN and DeepLabv3+ under the ”w/” strategy are slightly
lower than those under ”w/0”, while hazy value (HV) scores are higher across
all defect categories. This suggests that the "w/” strategy significantly affects
the segmentation accuracy of hazy images but has minimal impact on dehazed
or clean images. Notably, DGN effectively mitigates the accuracy drop caused
by the ”w/” strategy, narrowing the gap between it and the ”w/0” approach.
Overall, DGN significantly enhances semantic segmentation performance in var-
ious scenarios, making the segmentation of hazy images approach the level of
ground-truth clean images.

5.2 Object localization

YOLOVvVS5s, faster R-CNN and SSD used in the experiment are commonly used
models for object localization [20]. In the experiments, as presented in Table
the mAP values also exhibit a clear improvement in localization accuracy after
applying the DGN method. The dehazed images show a marked increase in mAP
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Table 4: mIoU% of semantic segmentation
Model ‘ Class ‘ hazy”V dehazed”V clean”V

JO  |47.831442 58541071 225371
IL 21.68264% 35.841416 48131229
IN 8.77%0:02 16,4176 28.7912:38
Mean |26.09%°3  36.9310-84 46,3946

JO  ]29.08%9% 54552547 58.88%33
IL 10.673937 38.54%7-87  41.04%°
IN 5.5323.32 2115.47 28.857'85
Mean |15.09%7-83 38.0322:94 4292489

JO  |57.89547  62.46%°7 63.36%°
IL 24.56214% 42841828 4601317

PipeUNet (w/o)

PipeUNet (w/)

FCN (w/o) IN  [30.532040 47.171664 5094377
Mean |37.66'%78 50.821316 5344262

JO  ]47.85'%15 53.6°7° 6054
21.11 = 19.96 1.15

FON (w)) IL 16.03 35.99 37.14

IN |17.77%40% 48.67°%°  51.79%"2
Mean |27.222%42 46.09'8-87  49.64%5°

JO  160.58°3%  66.825-%4 69.96%14
IL 16.54%8-75 39792325 45995
IN 42121671 55471335 58 83336
Mean |39.75'%:28 54.03142%  58.03%

JO  |40.24%%6 56.61'¢%7  65.84923
IL 9.49%5-11 4456307 44,6004
IN 34.582759 56.4321-85 62,1757
Mean |28.1294% 52532443 57535

DeepLabv3+ (w/o)

DeepLabv3+ (w/)

compared to the hazy images. For example, YOLOv5s achieved a mAP of 74.16%
for JO class in hazy images, which increased to 80.75% after dehazing, and was
even higher to the performance of clean images at 80.04%. Similarly, Faster R-
CNN and SSD models show improved localization accuracy in dehazed images
across all classes. The substantial improvement in mAP for the IL and IN classes,
particularly in YOLOvb5s, suggests that DGN is highly effective in restoring
spatial details that aid in accurate localization, thereby making it comparable
to clean image performance. This reinforces the ability of DGN to reduce the
adverse effects of haze on object detection tasks.

Compared with SANL-Net, DGN also achieves better performance. However,
the improvement margin between these two networks is smaller in the object lo-
calization task compared to the semantic segmentation task.Figure|12|shows the
effect of detecting defect IN on real images. When comparing different strate-
gies, the w/o strategy provides a slight improvement in the interpretation score
of hazy images. However, overall, both strategies have little impact on the ab-
solute scores of the object localization task. Notably, DGN achieves a higher
DV score under the w/ strategy, indicating that it performs well under both
strategies, bringing hazy images with different scores to a similar level. When
comparing different object localization models, under the w/o strategy, both net-
works achieve the best improvement on the SSD model. However, under the w/
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Fig. 11: Results of semantic segmentation experiments.

strategy, DGN provides the most significant improvement for YOLOv5s, while
SANL-Net still achieves the best improvement for SSD.

5.3 Image classification

The image classification results, as shown in Table [6] further confirm the ef-
fectiveness of the DGN method in improving the performance of classification
models. Due to the large number of categories in the experiment, the study is
conducted using only the w/ strategy, and adopted GoogleNet InceptionV3 [4],
ResNet-101 [34] and IDCNN&NDCNN [I3] for classification. The F1 scores for
the hazy images (HV) were generally lower than those for the dehazed images
(DV), and the gap between the hazy and dehazed images was particularly notable
in certain classes. For instance, GoogleNet InceptionV3 achieved an F1 score of
21.87% for RB class in hazy images, which improved to 29.37% after dehazing,
approaching the clean image score of 31.11%. In the PF category, DGN achieves
an HV improvement of 33.45, even surpassing the ground truth score, resulting
in a negative UV value. Similarly, ResNet-101 and IDCNN and NDCNN mod-
els exhibited enhanced performance in the dehazed images, demonstrating that
DGN plays a crucial role in restoring the features necessary for better classi-
fication. The consistent improvement across all three models further supports
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Table 5: mAP% of object localization
Model ‘Class‘hazyHV dehazed”V cleanVV

JO  |74.16%% 80.755-59 80.047 971
IL  [42.74%0:95 60.15'74Y  62.79%04
IN  |43.8819:06 61 471759 62,9417
Mean |53.59'°  67.46'387  68.59113

JO  ]61.49'5-28 75241375 7677153
IL  [44.48'%77 63.19'870  £3.250-06
IN  [38.24%422 66.522828  72.46%%4
Mean [48.07%276 68.32292>  70.83%51

JO  162.65%%° 68.83%18 7214331
1L 28‘838'72 54'3725.57 67.5213'15
IN  [33.16!8:28 37.84468 51.4413-6
Mean |41.54%2:16 53.681%14  63.710-02

JO  ]42.19*'6 46.6**! 46.3570-25
IL  [29.523+17 60.4%0-88 63.69%2°
IN  [21.44%56 41.872943  47.04%17
Mean |31.05%1-31 49.6218-57 52,3674

JO |61.99%1 ¢7.25-% 70.1%°
IL  [31.44%279 53,7%2:26 54.230-53

YOLOV5s (w/o)

YOLOvV5s (w/)

Faster R-CNN (w/o)

Faster R-CNN (w/)

SSD (w/o) IN  [28.2828:23 47.691941 51 51382
Mean |40.57'8:04 56,2156 58.61%41
JO  [57.03'%32 66.919%  70.35%44
SSD (w)) IL  [29.55%%:03 53,03%3-48 5458155

IN  [30.18%1:01 50,642946 51,1905
Mean |38.92'9-79 56.861794 587118

the conclusion that DGN enhances the recognition of key features by reduc-
ing haze-induced distortions in the images. However, it is worth noting that in
certain categories, such as IN and OK, the accuracy gains from dehazing were
minimal or even slightly negative. In these cases, the scores for hazy, dehazed,
and clean images were quite similar, suggesting that haze has a limited impact
on the classification of these particular defect types.

6 Conclusion

Haze is a common interference factor in CCTV-based sewer defect detection,
substantially degrading image quality and reducing detection efficiency. This
study investigates frequency-domain dehazing algorithms for sewer imagery and
introduces DGN, a novel network that incorporates a wavelet attention mech-
anism and optimizes weights directly in the frequency domain. Although DGN
has slightly more parameters than SANL-Net, our previous model, it achieves
significantly improved performance in image restoration and defect detection.
This study also examines the role of the wavelet attention mechanism within
DGN. The findings indicate that spatial-domain features remain essential for ef-
fective image restoration. The attention mechanism yields optimal performance
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Fig. 12: Results of object localization experiments.
Table 6: F1% of image classification

Model | GoogleNet InceptionV3 | ResNet-101 | IDCNN&NDCNN

‘HazyHV Dehazed”" CleanUV‘HazyHV Dehazed”" CleanUV‘HazyHV Dehazed”” Clean”V
RB 21.87%-24 29.377° 31.11%7™ | 23.1%8! 21.172 27.91681 | 12.86%°7  20.78792  22.43%6°
OB 60.43%%°  70.06%  69.727%%| 66.46°77  73.28%%% 752319 | 27.33182 54817751 62,1273
PF 30'4724.08 63.9233'45 5455—9.37 40'5418.92 61.0620'52 59.46_1'6 10'3433.66 26.7916'45 4417.21
DE  |48.66'%"" 64417  66.67>°° | 63.1'"7"  82.2'1  80.8171%| 520228 407! 3457754
FS 63.94'>%° 73939 76.19%%° | 64.41'°7%  75.61'7 75197077 | 27.89°0%% 54057010 67.53'%*
IS 77833 14.36%°%  21.05%%° | 15.85%%%  19.947%9 21439 | 1.1810%% 59770 11767
RO 2577127 32.877! 37.04"17 | 40227022 37,7724 40%2% 1 10.21%80 1259738 1702443
IN 39.01°%45 38.997%% 3556 %% 4249700 3582707 41.86°* |19.837 1% 19537 %% 18.027 17!
AF 17221611 9597805 3333806 | 18 951848 g7 71—124 39431472 | 615201 11.93%7 816777
BE 43.48%%2 50052 50° 55.99°%% 52257371 59.5277 | 28.1677  36.3%'* 359704
FO 11.06%%  13.95%%9  17.39%4 | 7371368 1579842 21.05%20 |14.417%0  6.36750° 6400
GR 28.919-38 40,7918 4828749 | 4258742 457113 50420 | 111637 14.09%%%  15.53%44
PH 37.08%°7  55.96'%88 4615781 | 42.65" 70 47.16%%"  44.447272| 4.49°8 10.35°%6  14.29%94
oP 1957167 26.455%%  36.36%°! |44.837%47 31.5871%2°  36.36%78 | 5.267 013 6.1084 5.1370:97
OK 22.22779% 20317190 14.2976:92|65.937%9% 393972654 020-61 | 219529 5.86%57 7.481-62
Mean |31.83'9%%  41.38%%  42.51"13 | 42.3%0%  4376'4°  48.38%% | 12.45'*%  21.79% 24,6979

when low- and high-frequency components are processed separately. These obser-
vations are strongly supported by ablation experiments on DGRB. Furthermore,
the paper introduces DGCR, a contrastive learning framework that enhances
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network convergence by pulling positive feature pairs closer and pushing nega-
tive pairs apart in the frequency domain. Ablation studies on DGCR, confirm its
effectiveness. Improvements in defect detection are closely aligned with dehazing
performance, with DGN outperforming SANL-Net overall. However, evaluations
on real sewer images reveal nuanced differences: DGN achieves higher confidence
in object localization tasks, whereas SANL-Net demonstrates greater accuracy
in semantic segmentation.
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