Crack detection in structural elements using Haralick Features
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**Abstract.** Timely detection of cracks in structural elements is essential for ensuring the safety and durability of civil infrastructure. Traditional inspection techniques, such as manual visual assessments, are often labor-intensive, subjective, and ineffective for large-scale or hard-to-access structures. This paper presents an automated crack detection framework based on Haralick texture features extracted from Grey-Level Co-occurrence Matrices (GLCM). The proposed methodology includes image preprocessing, feature extraction, feature selection, and classification. Evaluation is conducted using the publicly available SDNET 2018 dataset, which contains concrete surface images captured under diverse lighting and crack conditions. To enhance computational efficiency, redundant features are eliminated using Ridge and LASSO regression techniques. Support Vector Machines (SVM) with various kernel functions are employed for classification, validated through a 5-fold cross-validation strategy. Experimental results show that the proposed method achieves over 95% accuracy using a subset of selected features, demonstrating its effectiveness and robustness in crack detection for concrete structures.
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1. Introduction

Cracks in structural elements such as bridges, decks, and walls are early indicators of potential structural damage. Detecting and analyzing these cracks accurately is essential to ensure the safety, performance, and longevity of civil infrastructure. Traditionally, visual inspections have been the primary method for detecting cracks. However, these methods are often time-consuming, subjective, and impractical for large-scale or hard-to-access structures [1]. The advancement of image processing and machine learning (ML) techniques offers promising alternatives for automated, objective, and scalable crack detection systems [2]. Recent developments in computer vision have enabled the use of image-based crack detection techniques that leverage both classical and learning-based methods [2, 3].

Classical techniques often involve preprocessing, edge detection, thresholding, and morphological operations to highlight crack patterns [4]. However, these approaches may lack robustness under varying environmental conditions such as lighting, noise, surface texture, and crack width [5]. Learning-based methods have demonstrated significant potential in addressing these limitations. Several studies have explored deep learning methods for the automated detection of cracks in structural elements [6-9]. Ahmed et al. [10] employed a pre-trained ResNet50 model on a dataset of 48,000 pavement images to classify cracks with high accuracy, showing the effectiveness of transfer learning for binary classification of structural defects. Qayyum et al. [11] explored the impact of dataset size on classification accuracy using the InceptionV3 model, categorizing images into diagonal, horizontal, vertical, and uncracked types. The study confirmed that larger datasets improve the model's performance. Shahin et al. [12] proposed a hybrid Visual Transformer (ViT) model for bridge crack inspection. Their custom-built model outperformed in terms of training efficiency, achieving over 99% accuracy with reduced computational cost. Ali et al. [13] evaluated five CNN architectures (custom CNN, VGG-16, VGG-19, ResNet-50, and Inception V3) across eight datasets for crack detection. Chaiyasarn et al. [14] proposed a pixel-level crack detection method by integrating CNN and FCN over 3D texture maps generated from photogrammetry. Their method achieved an accuracy of 99.88% and effectively visualized cracks on large structural surfaces. Hacıefendioğlu and Başağa [15] employed the Faster R-CNN model to detect road surface cracks under diverse lighting and weather conditions. Qayyum et al. [16] integrated CNN and image processing techniques to quantify crack features such as angle, width, endpoint length, and actual path length in concrete images. Using a dataset of 32,000 images, their method achieved low relative errors and demonstrated that actual crack paths are longer than endpoint distances. Hacıefendioğlu and Başağa [15] explored the impact of image preprocessing on VGG16-based CNN crack detection, finding that grayscale models nearly matched the RGB model performance. The study emphasizes the value of preprocessing in reducing data dependency and improving generalization in automated crack detection tasks. While these studies have leveraged deep neural networks for crack detection with impressive results, such methods often entail complex architectures, extensive training data, and substantial computational resources.

In the past few years, there has been a growing interest in texture analysis approaches, particularly the use of Haralick features to improve crack detection reliability. Haralick-based methods treat crack detection as a texture classification problem, rather than explicitly segmenting crack pixels [17]. This global approach can be computationally efficient and effective for automated inspection. Haralick features refer to a set of statistical texture descriptors computed from the Gray Level Co-occurrence Matrices (GLCM) of an image [18]. Common Haralick metrics include contrast, energy (angular second moment), homogeneity, correlation, entropy, and others, characterizing the intensity variation and patterns in the local neighborhood [18]. In crack detection, these features serve as global signatures distinguishing a cracked surface, which typically exhibits high contrast and irregular texture due to crack lines, from an intact surface. Haralick features capture texture information invariant to small geometric changes, making detection more robust to noise, illumination changes, or surface blemishes than simple pixel intensity thresholds [18]. Several studies have demonstrated the effectiveness of Haralick and GLCM-based texture features across various domains of material and structural analysis. Liyuan et al. [19] develop a fuzzy neural network using Haralick features for rail surface anomaly detection, achieving an accuracy of over 91% and highlighting the potential of texture features in safety-critical infrastructure monitoring. Webel et al. [20] introduce a rotation-invariant Haralick-based method for the analysis of SEM images of steel microstructures, enabling reliable phase differentiation under varied imaging conditions. Das and Naskar [18] propose a low-dimensional feature vector for image splicing detection, achieving 95% accuracy and emphasizing computational efficiency. Müller et al. [21] proposed an automated image-based method using Haralick and first-order statistical features extracted from speckle-pattern images to classify cracked vs. uncracked specimens in fracture experiments and achieved 99% classification accuracy. Magalhães Júnior et al. [22] used GLCM-based descriptors to detect cracks in concrete surfaces. Four ML models were trained, i.e, Logistic Regression, MLP, Random Forest, and XGBoost. The XGBoost model yielded the best results with 99.65% accuracy and 99.70% sensitivity.

Existing crack detection methods often lack condition-invariant and robust features, making them less effective under varying environmental conditions. Additionally, the absence of feature selection leads to redundancy, which increases computational cost and reduces classification accuracy. To address these challenges, we propose a compact and efficient framework based on Haralick texture features, which capture spatial relationships of pixel intensities in multiple directions. The method includes image preprocessing, extraction of 14 Haralick features across four orientations, and feature selection using Ridge and LASSO regression to retain only the most statistically independent and significant features. Finally, classification is performed using Support Vector Machines (SVM) with various kernel functions to ensure accurate and reliable crack identification. This design enables accurate and reliable crack detection without the need for high-end graphics processing units (GPUs) or deep learning frameworks.

1. Methodology

The sequential workflow for crack detection using Haralick features is illustrated in Fig 1. The process involves image preprocessing, feature extraction, feature selection, and classification, following a structured pipeline for accurate and reliable crack detection.



**Fig 1.** Proposed Methodology

* 1. Dataset and Preprocessing

The proposed approach was evaluated using the publicly available SDNET 2018 dataset [23], which includes 5,760 concrete surface images (1,920 each from decks, pavements, and walls) captured under varying lighting conditions and crack widths. For each category, 960 images contained cracks, and 960 were uncracked. Only structurally relevant and diagnostically useful images were selected for analysis as shown in Fig *2*.

|  |  |  |
| --- | --- | --- |
| A close up of a white surface  AI-generated content may be incorrect. | A close-up of a white surface  AI-generated content may be incorrect. | A close-up of a white surface  AI-generated content may be incorrect. |
| A picture containing ground  Description automatically generated | A close-up of a crack in a concrete surface  AI-generated content may be incorrect. | A picture containing outdoor  Description automatically generated |
| (a) | (b) | (c) |
| **Fig 2.** SDNET dataset: (a) Deck images (b) Pavement images (c) Wall images |

Each image, originally in RGB format, was converted to grayscale to compute the Grey-Level Co-occurrence Matrix (GLCM) efficiently. Given that each image has an 8-bit intensity depth (i.e., 256 grayscale levels), calculating GLCM across all levels would be computationally intensive and often redundant. Therefore, the grayscale images were quantized to 12 levels to preserve essential crack width information while reducing processing complexity. Following quantization, the GLCM was computed for each image using the reduced 12 grey levels. In practical terms, an RGB image *I(a,b)* of dimensions *N×M×3* was first transformed into a grayscale image of size *N×M*, and then into a 12 × 12 GLCM. This dimensionality reduction hierarchy is illustrated in Fig 3 and is further elaborated upon in the subsequent sections.



**Fig 3**. Hierarchical dimensions used in methodology

* 1. Haralick features Extraction

To characterize the texture of cracks in concrete images, 14 Haralick features were computed from the Grey-Level Co-occurrence Matrix (GLCM) as shown in the Table 1. These features capture the spatial relationship between pixel intensities at a specified direction and offset. The GLCM represents the frequency with which a pixel with intensity value *i* occurs in relation to a pixel with value *j*, separated by a defined offset, typically 1 pixel, in four directions, i.e., 0o,45o,90o, and 135o. Given the sensitivity of pixel offsets to crack widths, this directional analysis helps to preserve structural texture details.

The grayscale images were quantized to *L* levels to manage computational complexity without significantly compromising texture information, and the GLCM was computed accordingly. The resulting matrix *I(i, j)* of size *L×L* captures directional cooccurrence patterns across the quantized levels. For each image, this process yields a total of 56 Haralick features (14 features × 4 directions). These features can be concatenated into a 1 × 56 vector or optionally reduced to a 1 × 14 vector by averaging feature values across all four directions. While the reduced representation lowers computational load, it may slightly decrease accuracy and limit the ability to localize crack orientation, as directional extremities such as local maxima or minima carry meaningful structural information. The impact of crack orientation on feature behavior is further analyzed in the results section.

* 1. Feature Selection

Certain Haralick features exhibit linear dependencies, leading to redundancy that can negatively impact model performance and increase computational overhead. To address this, feature selection is essential to retain only the most informative and independent features. We adopted embedded feature selection methods that integrate model training with feature evaluation. Specifically, LASSO (Least Absolute Shrinkage and Selection Operator) and Ridge Regression were employed to rank features based on their significance. These methods apply a regularization constraint that penalizes features with lower importance by shrinking their corresponding weights. When a feature's weight exceeds the specified threshold, it is penalized more heavily, thereby reducing its influence in the final model.

**Table 1.** Selected Haralick Features

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Feature | Formula |  | Feature | Formula |
| *Contrast (cont.)* | $$=\sum\_{i,j}^{N-1}(i-j)^{2}\*I(i,j)$$ |  | *Sum average (SA)* | $$=\sum\_{i=2}^{2N\_{g}}i I\_{(x+y)}(i)$$ |
| *ASM* | $$=\sum\_{i,j}^{N-1}[I(i,j)]^{2}$$ |  | *Sum variance (SV)* | $$=\sum\_{i=2}^{2N\_{g}}(i-SE)^{2}I\_{(x+y)}(i)$$ |
| *Energy (E)* | $$=\sqrt{ASM}$$ |  | *Sum Entropy (SE)* | $$=\sum\_{i=2}^{2N\_{g}}I\_{(x+y)}(i)×log\_{I\_{(x+y)}(i)}$$ |
| *Homogeneity/Maximal correlation coefficient (Hom/MCC)* | $$=\sum\_{i,j}^{}\frac{I(i,j)}{1+\left|i-j\right|}$$ |  | *Difference Variance (DV)* | $$=\sum\_{i=0}^{N\_{g}-1}i^{2}I\_{(x-y)}(i)$$ |
| *Correlation (Corr)* | $$=\sum\_{i,j}^{N-1}\frac{\left(i,j\right)\*I\left(i,j\right)-μ\_{x}\*μ\_{y}}{σ\_{x}\*σ\_{y}}$$ |  | *Difference Entropy (DE)* | $$=\sum\_{i=2}^{N\_{g}-1}I\_{(x-y)}(i)×log\_{I\_{(x-y)}(i)}$$ |
| *Variance (V)* | $$=\sum\_{i,j}^{N-1}(i-μ)^{2}\*I(i,j)$$ |  | *IMC1* | $$\frac{Entropy-HXY1}{max(HX,HY)}$$ |
| *Inverse difference moment (IDM)* | $$=\frac{∑\_{i}∑\_{j} I\_{(i,j)}}{1+(i-j)^{2}}$$ |  | *IMC2* | $$=(1-exp(-2(HXY2-Entropy)))^{0.5}$$ |

* 1. Classifier

Support Vector Machines (SVMs) were employed to effectively distinguish between crack and non-crack image classes. SVMs work by projecting input data into a higher-dimensional space where an optimal hyperplane can be constructed to separate linearly or non-linearly separable classes. In this study, we utilized polynomial and Radial Basis Function (RBF) kernels to handle the nonlinear relationships inherent in texture-based features. Model performance was evaluated using a k-fold cross-validation scheme to ensure robust training and testing across the dataset and to minimize overfitting

1. Results and discussion

The performance of the proposed crack classification model was evaluated using standard metrics: Accuracy (Acc), Recall (R), Precision (Pre), and F1-score. These metrics were derived from the confusion matrix, which comprises four values: True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). Table 2 presents the classification results, with the feature length (i.e., the number of Haralick features used) indicated in the metrics column. Various SVM kernels, including Quadratic (Q), Cubic (C), and Fine Gaussian (FG), were tested across three image categories: Deck, Pavement, and Wall.

Among the tested kernels, the Cubic polynomial kernel consistently yielded superior performance across most categories. Notably, when the feature vector was reduced from 56 to 14 dimensions by averaging Haralick features across directions, the model's performance remained largely unaffected, demonstrating the efficacy of dimensionality reduction without significant loss of classification accuracy.

**Table 2.** Performance metrics for SVM kernels with 5-Cross-Fold validation

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Metrics | All | Deck | Pavement | Wall |
| Kernel | Q | C | FG | Q | C | FG | Q | C | FG | Q | C | FG |
| Acc(56) | 93 | 94 | 92 | 92 | 91 | 89 | 98 | 98 | 96 | 95 | 96 | 93 |
| Acc(14) | 92 | 93 | 89 | 90 | 90 | 87 | 97 | 97 | 94 | 94 | 94 | 92 |
| R(14) | 94 | 95 | 92 | 94 | 93 | 91 | 98 | 98 | 96 | 96 | 96 | 95 |
| Pre (14) | 89 | 90 | 87 | 87 | 87 | 85 | 95 | 95 | 94 | 91 | 92 | 89 |
| F1(14) | 91 | 92 | 89 | 90 | 90 | 88 | 97 | 97 | 94 | 95 | 96 | 93 |

* 1. Individual performance of Haralick Features

To assess the discriminative power of each Haralick feature independently, classification experiments were conducted using individual features as input to the SVM classifier. The performance was evaluated across various kernel types, including Fine Gaussian (FG) and Medium Gaussian (MG) as shown in Fig 4.

**Fig 4.** Individual performance of haralick features over SVM kernels

The results indicate that certain features, such as Variance and Sum Variance, consistently outperform others, particularly when used with Gaussian-based kernels. These features demonstrate a strong ability to capture texture variations associated with cracks, making them highly effective for classification. In contrast, features like Coarse Gaussian (CG) and Linear Polynomial (L) showed limited performance, suggesting lower discriminative capability when used in isolation.

* 1. Feature Selection using Ridge and LASSO Methods

To enhance classification efficiency and eliminate feature redundancy, embedded feature selection techniques were employed specifically, Ridge Regression and LASSO. These methods rank features based on their contribution to the model's predictive performance while applying regularization to suppress less significant ones.

In the case of Ridge Regression, the top six features, Contrast, Sum Variance (SV), Angular Second Moment (ASM), Difference Entropy (DE), IMC2, and Sum Entropy (SE), were identified as the most impactful. As shown in Table 3, the Quadratic kernel achieved the highest classification accuracy of 88.6% with these features, using a regularization parameter of 4.094809 and a constraint of 0.000001.

**Table 3.** Feature Selection Using Ridge Regression On All Images

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| SVM kenel | L | Q | C | FG | MG | CG |
| Accuracy  | 72.5 | *88.6* | 57.4 | 85.6 | 84.8 | 75.2 |

Similarly, LASSO regression selected features such as Maximal Correlation Coefficient (MCC), IMC2, IMC1, Difference Entropy (DE), Difference Variance (DV), and Energy (E) also demonstrated comparable performance, as shown in Table 4, with a maximum accuracy of 87.2% under the quadratic kernel, using a regularization parameter of 0.0001 and a constraint of 100000. These results confirm the effectiveness of both Ridge and LASSO in identifying a compact and informative feature subset, significantly reducing dimensionality without compromising classification performance.

**Table 4.** Feature selection using LASSO regression on all images

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **SVM kernel** | **L** | **Q** | **C** | **FG** | **MG** | **CG** |
| Accuracy  | 67.1 | 87.2 | 52.7 | 86.3 | 85.8 | 74.5 |

Feature dependencies were further analyzed by computing the correlation matrix among all Haralick features, as visualized in the heatmap shown in Fig 5. In this matrix, diagonal elements represent self-similarity and thus have a value of 1, which is expected. Features with a correlation coefficient greater than 0.5 are considered highly dependent and appear as brighter regions in the heatmap. In contrast, independent features exhibit correlation values closer to zero and are represented by darker regions. This visual analysis provides valuable insight into feature redundancy and supports the feature selection process by identifying which features contribute unique information.



**Fig 5.** Correlation Heatmap Between Haralick features

* 1. CLAHE Preprocessing

Enhancing the contrast between crack and non-crack regions is intuitively expected to improve classification accuracy. However, traditional methods such as global histogram equalization and adaptive histogram equalization have limitations. The former assumes a uniform distribution of pixel intensities, making it ineffective for non-uniform textures, while the latter enhances local contrast but can also amplify noise, particularly in homogeneous regions. To address these issues, Contrast Limited Adaptive Histogram Equalization (CLAHE) was applied. As shown in Table 5, the classification accuracy of SVM kernels after applying CLAHE preprocessing varies across image categories. Notably, the Pavement category achieved the highest accuracy (98%) with both Quadratic and Cubic kernels, whereas performance slightly declined for the Deck category, with the Cubic kernel (87%). This indicates that while CLAHE enhances contrast, it may also introduce texture artifacts in certain cases, potentially affecting the model's performance.

**Table 5.** SVM kernels accuracy after applying CLAHE as pre-processing

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Class | All | Deck | Pav | Wall |
| kernel | Q | C | F | Q | C | F | Q | C | F | Q | C | F |
| Acc | 92 | 93 | 90 | 90 | 87 | 90 | 98 | 98 | 95 | 95 | 95 | 92 |

CLAHE enhances local contrast within defined regions while limiting the amplification of noise by clipping the histogram at a predefined threshold. As illustrated in Fig 6, CLAHE successfully enhances fine details in the image, making crack textures more prominent. However, this enhancement also affects non-crack images, often transforming smooth textures into coarse ones. This unintended effect can introduce false patterns, leading to a reduction in classification accuracy, particularly when using the full 1×56 Haralick feature set, as evidenced by the results in Table 5.

|  |  |
| --- | --- |
| A crack in a wall  AI-generated content may be incorrect. | A crack in a wall  AI-generated content may be incorrect. |
| A close-up of a white wall  AI-generated content may be incorrect. | A close-up of a grey wall  AI-generated content may be incorrect. |
| (a) | (b) |

**Fig 6.** CLAHE (a) Before preprocessing (b) After the preprocessing

* 1. Crack Localization

An important observation from the feature analysis is that certain Haralick features, when considered independently, exhibit local extrema aligned with the direction of the crack. For instance, the contrast feature tends to reach local maxima in the direction of the crack due to significant intensity differences between adjacent pixel neighborhoods.

In crack-containing images, the normalized difference between the local maximum and the corresponding feature values in other directions often exceeds 50%, indicating a strong directional response corresponding to the crack path. In contrast, for non-crack images, this difference typically remains below 50%, unless the image contains surface irregularities such as texture deformities or bugholes, which may produce false extrema. Table 6 represents the contrast feature values in four directions $\left(0^{∘},45^{∘},90^{∘},135^{∘}\right)$ respectively rounded to two decimal places for both crack and non-crack image. The dissimilarity metric, defined in Equation (1), captures the normalized deviation of values from the local maximum across directions. This analysis supports the potential of Haralick features not only for classification but also for localizing cracks based on directional texture variations.

$Dissimilarity (\%)=\frac{\left‖X\_{min}-X\_{i}\right‖}{X\_{min}}×100$ ( 1 )

**Table 6.** Contrast feature values and dissimilarity between contrast and local maxima for crack & non-crack images

|  |  |  |
| --- | --- | --- |
| Category | Crack | Non-Crack |
| Contrast | 0.58 | 0.53 | 0.42 | 1.13 | 1.66 | 2.22 | 1.02 | 2.46 |
| Dissimilarity | 55 | 59 | 71 | 0 | 32 | 9 | 58 | 0 |

# Conclusion

This study presented a computationally efficient and accurate framework for automated crack detection in structural elements using Haralick texture features derived from Grey-Level Co-occurrence Matrices (GLCM). Unlike deep learning-based methods that often demand large training datasets and high-end computational resources, the proposed approach leverages handcrafted texture descriptors, feature selection techniques, and Support Vector Machine (SVM) classifiers to achieve high detection performance. Experimental results on the SDNET 2018 dataset demonstrate that the method achieves over 95% accuracy using a reduced set of features, with certain individual Haralick features, such as Contrast and Sum Variance, showing strong discriminative power. Feature selection through Ridge and LASSO regression not only reduced redundancy but also improved model interpretability and efficiency. Moreover, the application of CLAHE preprocessing and directional analysis provided further insights into crack localization, highlighting the proposed method’s potential beyond binary classification. The proposed framework provides a robust and lightweight alternative for condition-invariant crack detection, serving as a practical solution for real-time structural health monitoring applications, particularly in scenarios where computational resources are limited.
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